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Majorana particles with noise: problems with
braiding anyons

David DiVincenzo

RWTH Aachen & FZ Jlich

Abstract. It is believed that branched semiconductor nanowires can
provide a realization of Kitaev’s 1D model of Majorana quasiparticles [1],
and the means of braiding these Ising anyons to achieve topologically pro-
tected quantum computation. We have identified a solvable model of the
Kitaev chain, in the form of a ”T” junction, coupled to a thermal envi-
ronment. Using a Markovian treatment employed successfully in recent
work of Bravyi and Haah [2], and an error correction protocol related to
current work on other anyonic systems by [3] and [4], we determine the
coherence of a qubit coded in four Majorana particles [5] both at rest and
in the course of a sequence of moves that accomplish quasiparticle braid-
ing. As anticipated by Kitaev, error correction is highly effective in sup-
pressing loss of fidelity for stationary Majoranas in long wires. However,
error correction is fundamentally ineffective at protecting coherence dur-
ing (braiding) gate operations. We identify single quantum-jump events
that cause qubit failure, which cannot be repaired by quantum error
correction.
Work performed with Dr. Fabio Pedrocchi.
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Area law for fixed points of rapidly mixing
dissipative quantum systems

arXiv:1505.02776

Fernando G. S. L. Brandão1,2, Toby S. Cubitt3, Angelo Lucia4, Spyridon
Michalakis7, and David Perez-Garcia4,5,6

1 Quantum Architectures and Computation Group, Microsoft Research, Redmond,
WA, U. S. A.

2 Department of Computer Science, University College London, U. K.
3 DAMTP, University of Cambridge, U. K.

4 Departamento de Análisis Matemático, Universidad Complutense de Madrid, Spain
5 IMI, Universidad Complutense de Madrid, Spain

6 ICMAT, C/ Nicolás Cabrera, Campus de Cantoblanco, 28049 Madrid
7 Institute for Quantum Information and Matter, Caltech, U. S. A.

Abstract. We prove an area law for the mutual information for fixed
points of local dissipative quantum system satisfying a rapid mixing con-
dition, under either of the following assumptions: the fixed point is pure,
or the system is frustration free.

Recently, the quantum information community has been focusing its
attention on the class of states that can be obtained as fixed points of
(local) dissipative processes – more formally, fixed points of semigroups of
trace preserving, completely positive linear maps. The motivation is two-
fold: on the one hand, such processes model most of the different types of
noise that can be found in nature, and therefore provide a realistic model
for physical systems – since in practice no system will be completely iso-
lated. On the other hand, proposals have been made to artificially engi-
neer such dissipative interactions in order to have a determined quantum
state as a fixed point, making them effectively “dissipative machines” to
produce useful/interesting quantum states [4, 7]. This dissipative state
engineering has been experimentally shown to be a robust mechanism to
maintain coherence [5, 1].

A natural question then arises: is there in this context an area law
– a scaling of entanglement entropy of a subregion as the volume of the
boundary of the region, instead of its volume? First of all, we must notice
that since fixed points of dissipative evolutions are generically not pure,
we must consider another measure of entanglement or correlations, and
we will focus on the mutual information [8].
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For area laws in Hamiltonian systems, the main assumption that is
usually made is the presence of a spectral gap, a non-vanishing separation
between the two lowest energy levels of the Hamiltonian. In the dissipa-
tive setting, instead of spectral assumptions, it is more natural to make
assumptions on the speed of convergence of the dissipation towards its
fixed point (a quantity that is not controlled by the spectrum alone [6]),
or equivalently on the so-called mixing time. In this work we restrict to
systems for which the mixing time scales logarithmically with the system
size, a property we called rapid mixing [2].

Under such assumption we prove the following two results:

1. if the system satisfies rapid mixing and the fixed point is pure, then
it satisfies an area law (for the entanglement entropy);

2. if the system satisfies rapid mixing and is frustration free, then its
fixed point satisfies an area law for the mutual information.

In both cases, the area law obtained will have a logarithmic correction.
We will compare these bounds with the ones obtained in [3].
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The spin-2 AKLT state on the square lattice is
universal for measurement-based quantum

computation

Tzu-Chieh Wei1 and Robert Raussendorf2

1 C. N. Yang Institute for Theoretical Physics and Department of Physics and
Astronomy, State University of New York at Stony Brook, Stony Brook, NY

11794-3840, USA
2 Department of Physics and Astronomy, University of British Columbia, Vancouver,

British Columbia, V6T 1Z1, Canada

Abstract. We show that the spin-2 Affleck-Kennedy-Lieb-Tasaki state
on the square lattice can be used as a resource state for performing
universal quantum computation with only local measurements. The proof
is done by finding local measurements that convert the AKLT state to
random planar graph states, whose graphs are in the supercritical phase
of percolation.

1 Motivation

One-way quantum computation was first invented using the cluster state [1].
Since then graph states, the generalization of the cluster state, were in-
vestigated and understood when they would enable such a measurement-
based approach for quantum computation (MBQC). Are there any other
family of states, i.e., states with different entanglement structures, that
can also serve as the universal resource for quantum computation? Re-
cent study shows that the spin-3/2 Affleck-Kennedy-Lieb-Tasaki (AKLT)
state [2] on the honeycomb lattice also provides a useful source [3, 4]. It
then triggers the question: are there other states in the AKLT family
that are universal for MBQC? If so, what properties are essential for the
universality?

2 Result

Here, we show that the spin-2 AKLT state on the square lattice is a uni-
versal resource for measurement-based quantum computation. We employ
a local POVM on all sites that convert the local 5-level system to 2-level,
and the post-POVM state is a graph state, whose graph is in general
non-planar. We then follow with another round of local measurement to
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recover the planarity of the graphs by thinning. The resultant typical
graphs are shown to reside in the supercritical phase of percolation via
Monte Carlo simulations. This means that the associated graph states
are universal, implying the AKLT state is also universal. The details are
described in our preprint [5].

One difference between the spin-3/2 and the spin-2 is the POVM. For
the latter, three additional elements are needed to fulfill the completeness
relation. Hence, the probability weight for the POVM outcomes are dif-
ferent. The most pronounced difference between the spin-3/2 and spin-2
probability weights is that for spin 3/2 all possible combinations of POVM
outcomes do indeed occur with non-zero probability (except when the lat-
tice is not bi-colorable, i.e., due to geometric frustration). This arisesas
a consequence of the bi-colorability of the underlying honeycomb lattice.
For the spin-2 case, certain combinations of POVM outcomes do not oc-
cur, i.e., have probability zero.

Our result here adds a missing piece to a series of study [3, 4, 6, 7]
and gives rise to the following emerging picture that advances our under-
standing of the quantum computational universality in the valence-bond
family. AKLT states involving spin-2 and other lower spin entities are uni-
versal if they reside on a two-dimensional frustration-free regular lattice
with any combination of spin-2, spin-3/2, spin-1 and spin-1/2 (consistent
with the lattice). Furthermore, geometric frustration can, but not neces-
sarily, be a hinderance to the quantum computational universality, and a
frustrated lattice can be decorated (by adding additional spins) such that
the resultant AKLT state is universal.
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Computation in generalised probabilistic theories

Ciarán M. Lee∗ and Jonathan Barrett

University of Oxford, Department of Computer Science, Wolfson Building, Parks Road, Oxford
OX1 3QD, UK.

From the general difficulty of simulating quantum systems using classical systems, and in
particular the existence of an efficient quantum algorithm for factoring, it is likely that quantum
computation is intrinsically more powerful than classical computation. At present, the best
upper bound known for the power of quantum computation is that BQP ⊆ AWPP, where
AWPP is a classical complexity class (known to be included in PP, hence PSPACE). This
work investigates limits on computational power that are imposed by simple physical, or infor-
mation theoretic, principles. To this end, we define a circuit-based model of computation in a
class of operationally-defined theories more general than quantum theory, and ask: what is the
minimal set of physical assumptions under which the above inclusions still hold? We show that
given only an assumption of tomographic locality (roughly, that multipartite states and trans-
formations can be characterised by local measurements), efficient computations are contained
in AWPP. This inclusion still holds even without assuming a basic notion of causality (where
the notion is, roughly, that probabilities for outcomes cannot depend on future measurement
choices). Following Aaronson, we extend the computational model by allowing post-selection on
measurement outcomes. Aaronson showed that the corresponding quantum complexity class,
PostBQP, is equal to PP. Given only the assumption of tomographic locality, the inclusion
in PP still holds for post-selected computation in general theories. Hence in a world with post-
selection, quantum theory is optimal for computation in the space of all operational theories.
We then consider whether one can obtain relativised complexity results for general theories. It
is not obvious how to define a sensible notion of a computational oracle in the general frame-
work that reduces to the standard notion in the quantum case. Nevertheless, it is possible to
define computation relative to a ‘classical oracle’. Then, we show there exists a classical oracle
relative to which efficient computation in any theory satisfying the causality assumption does
not include NP. This provides some degree of evidence that NP-complete problems cannot be
solved efficiently in any theory satisfying tomographic locality and causality.

∗Electronic address: ciaran.lee@cs.ox.ac.uk

1
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Local hidden variable models for entangled
quantum states using finite shared randomness
Joseph Bowles1, Flavien Hirsch1, Marco Túlio Quintino1, and
Nicolas Brunner1

1 Département de Physique Théorique, Université de Genève, 1211 Genève,
Switzerland

Abstract
The statistics of local measurements performed on certain entangled states can be reproduced
using a local hidden variable (LHV) model. While all known models make use of an infinite
amount of shared randomness—the physical relevance of which is questionable—we show that
essentially all entangled states admitting a LHV model can be simulated with finite shared
randomness. Our most economical model simulates noisy two-qubit Werner states using only
3.58 bits of shared randomness. We also discuss the case of POVMs, and the simulation of
nonlocal states with finite shared randomness and finite communication. Our work represents a
first step towards quantifying the cost of LHV models for entangled quantum states.

licensed under Creative Commons License CC-BY
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
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The resource theory of steering

Rodrigo Gallego1 and Leandro Aolita1

Dahlem Center for Complex Quantum Systems, Freie Universität Berlin, 14195
Berlin, Germany

Steering, as Schrödinger named it [1], is an exotic quantum effect by
which ensembles of quantum states can be remotely prepared by per-
forming local measurements at a distant lab. It allows [2, 3] to certify
the presence of entanglement between a user with an untrusted measure-
ment apparatus, Alice, and another with a trusted quantum-measurement
device, Bob. It constitutes a fundamental notion between quantum en-
tanglement [4], whose certification requires quantum measurements on
both sides, and Bell non-locality [5], where both users possess untrusted
black-box devices. Steering can be detected through simple tests analo-
gous to Bell inequalities [6], and has been verified in a variety of remark-
able experiments [7]. Apart from its fundamental relevance, steering has
been identified as a resource for one-sided device-independent quantum
key-distribution (QKD), where only one of the parts has an untrusted
apparatus while the other ones possess trusted devices [8, 9]. There, the
experimental requirements for unconditionally secure keys are less strin-
gent than in fully (both-sided) device-independent QKD [10].

In this work, we present a formal operational framework for steering
as a physical resource, i.e., we develop a resource theory of steering. The
basic component of a resource theory is the identification of resource non-
increasing operations, i.e., a set physical operations that map the set of
states without the resource into itself. With this, one can define measures
of the resource or study conversion rates between resourceful states, for
example. Entanglement theory [4] is the most popular and best under-
stood example of a resource theory [11], being local operations assisted
by classical communication (LOCCs) the corresponding non-increasing
operations.

Our results can be (item-like) summarized by the following list:

– We show that local operations and one-way classical communica-
tion from Bob to Alice (1W-LOCCs) are a valid set of steering non-
increasing operations. Furthermore, we show its relevance as the natu-
ral set of operations employed in information protocols where steering
is a useful resource; namely, one-sided device-independent quantum
key distribution and randomness.
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– We introduce the notion of convex steering monotones as axiomatic
quantifiers of steering.

– As an example, we present the relative entropy of steering. In addition,
we show that two other recently proposed measures, the steerable
weight [12] and the robustness of steering [13], are also convex steering
monotones.

– To end up with, we study steering conversion under 1W-LOCCs. On
the one hand, we establish necessary and sufficient conditions for pure-
state steering conversions under stochastic 1W-LOCCs. On the other
hand, we prove, for minimal-dimensional systems, the non-existence
of steering bits, i.e., measure-independent maximally steerable states
from which all states can be obtained by means of the free operations.

References

1. E. Schrödinger, Proc. Camb. Phil. Soc. 31, 555 (1935).
2. H. M. Wiseman, S. J. Jones and A. C. Doherty, Phys. Rev. Lett. 98, 140402

(2007).
3. M. D. Reid et al., Rev. Mod. Phys. 81, 1727 (2009).
4. R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki, Rev. of Mod. Phys.

81, 865 (2009).
5. N. Brunner, D. Cavalcanti, S. Pironio, V. Scarani and S. Wehner, Rev. Mod.

Phys. 86, 419 (2014).
6. E. G. Cavalcanti, S. J. Jones, H. M. Wiseman and M. D. Reid, Phys. Rev. A 80,

032112 (2009).
7. Z. Y. Ou, S. F. Pereira, H. J. Kimble, and K. C. Peng, Phys. Rev. Lett. 68, 3663

(1992); W. P. Bowen, R. Schnabel, and P. K. Lam, Phys. Rev. Lett. 90, 043601
(2003); D.-H. Smith et al., Nat. Commun. 3, 625 (2012); D. J. Saunders et al.,
Nat. Phys. 6, 845 (2010); A. J. Bennet et al., Phys. Rev. X 2, 031003 (2012); V.
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Sampling quantum nonlocal correlations with
high probability

Carlos González-Guillén1,2, C. Palazuelos3,4, and I. Villanueva2,3

1 Universidad Politécnica de Madrid
2 Instituto de Matemática Interdisciplinar IMI

3 Universidad Complutense de Madrid
4 Instituto de Ciencias Matemáticas ICMAT

Abstract. t is well known that quantum correlations for bipartite di-
chotomic measurements are those of the form γ = (〈ui, vj〉)ni,j=1, where
the vectors ui and vj are in the unit ball of a real Hilbert space. In this
work we study the probability of the nonlocal nature of these correla-
tions as a function of α = m

n
, where the previous vectors are sampled

according to the Haar measure in the unit sphere of Rm. In particular,
we prove the existence of an α0 > 0 such that if α ≤ α0, γ is nonlocal
with probability tending to 1 as n→∞, while for α > 2, γ is local with
probability tending to 1 as n→∞.
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On the closure of the completely positive
semidefinite cone and linear approximations to

quantum colorings

Sabine Burgdorf1, Monique Laurent1,2, and Teresa Piovesan2

1 Centrum Wiskunde & Informatica (CWI), The Netherlands
2 Tilburg University, The Netherlands

We investigate structural properties of the completely positive semidef-
inite cone CSn+, consisting of all the n × n symmetric matrices that ad-
mit a Gram representation by positive semidefinite matrices of any size.
This cone has been introduced to model quantum graph parameters as
conic optimization problems. Recently it has also been used to charac-
terize the set Q of bipartite quantum correlations, as projection of an
affine section of it. We have two main results concerning the structure of
the completely positive semidefinite cone, namely about its interior and
about its closure. On the one hand we construct a hierarchy of polyhedral
cones which covers the interior of CSn+, which we use for computing some
variants of the quantum chromatic number by way of a linear program.
On the other hand we give an explicit description of the closure of the
completely positive semidefinite cone, by showing that it consists of all
matrices admitting a Gram representation in the tracial ultraproduct of
matrix algebras.
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Abstract Unitary 2-designs are random unitary matrices which have a
wide range of applications in quantum information science and, in con-
trast to their Haar-distributed counterparts, have been shown to be effi-
ciently realized by quantum circuits. Here we prove that unitary 2-designs
can be implemented approximately using random diagonal-unitaries.

Quantum Shannon theory is concerned with the evolution of quantum
systems and so-called Haar random unitaries are one of the important
primitives. While a Haar random unitary is a powerful tool, the number
of gates required to achieve their implementation grows exponentially in
the system size. Unitary designs represent finite approximations of Haar
random unitaries and, unitary 2-designs in particular, have been shown
to be suitable for replacing Haar random unitaries in many protocols.
Unitary 2-designs can be implemented efficiently using Clifford circuits
[1] and random quantum circuits [2] and among the most notable results
is the recent breakthrough of Cleve et al. [3] demonstrating a “near linear”
implementation of an exact unitary 2-design.

This motivates the question of how simply unitary 2-designs can be
achieved. In this work [4], we show that unitary 2-designs can be realized
to arbitrary precision by alternately applying random Z- and X-diagonal
unitaries. Here, a random W -diagonal unitary DW (W = X,Z) is a
random variable taking a value in a set of unitaries diagonal in the Pauli-
W basis according to a probability measure DW induced by a uniform
probability measure on the parameter space [0, 2π)d. Our main result is
that D[`] := DZ

`+1D
X
` D

Z
` · · ·DX

2 D
Z
2 D

X
1 D

Z
1 , where DW

i (i = 1, . . . , ` +
1, W = X,Z) are independent random W -diagonal unitaries, quickly
approaches a unitary 2-design with increasing `.
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Theorem 1. A random unitary matrix D[`] on an N -qubit system is an
ε-approximate unitary 2-design for ` ≥ 2 + 1

N (1 + log 1/ε). Conversely,
D[`] cannot be an ε-approximate unitary 2-design if ` ≤ 1

N log 1/ε.

The key component of the proof is a map given by R := G(2)
DZ ◦ G(2)DX ◦

G(2)
DZ , where G(2)U (X) := EU [U⊗2XU †⊗2] for any X ∈ B(H⊗2) and EU

represents an expectation over a random unitary matrix U . We show that
this map strongly, but not completely, scrambles the symmetric and the
antisymmetric subspaces in H⊗2. This scrambling property of R makes
D[`] approach a unitary 2-design very quickly.

Combining Theorem 1 with the result in Ref. [5], we also provide a
simple quantum circuit that efficiently achieves a unitary 2-design. The
circuit consists of repeating three steps; single-qubit phase gates on all
qubits, the controlled-Z gates acting on every pair of qubits with prob-
ability 1/2, and the Hadamard gates on all qubits. The total number of
gates is at most 3N(N+ 1

2 log 1/ε)+O(N), which is as efficient as most of
the previous unitary 2-designs [1,2] but is worse than the recent one [3].

Along with theoretical interest, the significance of our result lies in
its simple implementation. Indeed, all the gates in the first two steps of
the circuit are commuting, and they can be applied, in principle, simul-
taneously. As the non-commuting part of the circuit is depth O(1), this
leads to a vast reduction in the execution time of the overall circuit.
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Abstract
Every quantum operation can be decomposed into a sequence of single-qubit and Controlled-

not (C-not) gates [1]. In many experimental architectures, the C-not gate is relatively ‘ex-
pensive’ and hence it is desirable to keep the number of these as low as possible. Previous work
has looked at C-not-efficient synthesis of arbitrary unitaries and state preparation (see for ex-
ample [5, 4] and references therein). Here we consider the generalization to arbitrary isometries
from m qubits to n qubits. We derive a theoretical lower bound on the number of C-not gates
required to decompose an isometry for arbitrary m and n, and give an explicit gate decomposi-
tion that achieves this bound up to a factor of about two in the leading order. We also perform
some bespoke optimizations in the case of small m and n. In addition, we show how to apply
our result for isometries to give a decomposition scheme for an arbitrary quantum operation via
Stinespring’s theorem, and derive a lower bound on the number of C-nots in this case too.

1 Summary of our Technical Version (arXiv:1501.06911)

We introduce a decomposition scheme for an arbitrary isometry V from m to n qubits that
uses about twice as many C-not gates as required by the theoretical lower bound for large n.
A factor of two between the upper and lower bounds is also known to be achievable using the
best known decompositions for arbitrary quantum gates [5] and for state preparation [2, 4]
(cf. Table 1). Thinking of V in terms of its 2n×2m matrix representation, our decomposition
generates the isometry column by column. We can alternatively represent our isometry in
terms of a 2n × 2n unitary matrix G† by writing V = G†I2n×2m , where I2n×2m denotes the
first 2m columns of the 2n × 2n identity matrix. Note that G† is not unique (unless m = n).
Physically, we can think of a system, where n−m qubits start in the basis state |0〉 and the
state of the other m qubits is arbitrary and whose evolution is described by the unitary G†.

We decompose a gate of the form G† in terms of C-nots and single-qubit gates. Since a
C-not gate is inverse to itself and the inverse of a single-qubit gate is another single-qubit
gate, this is equivalent to an analogous decomposition of a quantum gate G satisfying
I2n×2m = GV . Our technique works by constructing a sequence of unitary matrices that
when applied to V successively bring it closer to I2n×2m . We do one column at a time, first
choosing a sequence of quantum gates, corresponding to G0 that get the first column right, i.e.,
G0V |0〉⊗m = I2n×2m |0〉⊗m = |0〉⊗n. We then use G1 to get the second column right without
affecting the first, i.e., G1G0V (|0〉⊗(m−1) ⊗ |1〉) = I2n×2m(|0〉⊗(m−1) ⊗ |1〉) = |0〉⊗(n−1) ⊗ |1〉
and G1G0V |0〉⊗m = G1|0〉⊗n = |0〉⊗n, and so on. For the first column a decomposition
scheme for state preparation can be used (in reverse). However, this idea does not work for
the second column, since the operator performing the inverse of state preparation on the
second column wouldn’t act trivially on |0〉⊗n in general. We therefore introduce a modified
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State preparation 1 6 m 6 n− 2 to n Iso. (CCD) n− 1 to n Iso. (CSD) Arbitrary n-qubit gate
#C-not 23

24 2n − 2 · 2 n
2 + 5

3 , n even [4] 2m+n − 1
24 2n +O

(
n2)

2m 23
64 4n − 5

4 2n + 1 23
48 4n − 3

2 2n + 4
3 [5]

23
24 2n − 3

2 2
n+1

2 + 4
3 , n odd

LB d 1
2 (2n − n− 1)e [4] d 1

2 2m+n − 1
4

(
22m + 2n + m + 1

)
e d 3

16 (4n − 4n)e d 1
4 (4n − 3n− 1)e [6]

Table 1 Best known C-not counts for m to n isometries for large n and lower bounds. As is to
be expected, the number of required C-not gates increases if m increases. Or in other words, the
cost of the computation is found to be lower when more of the input data is fixed. Abbreviations:
LB: Lower bound; CCD: Column by Column Decomposition of an isometry (our first technique);
CSD: Decomposition of an isometry using the Cosine-Sine Decomposition (our second technique).

technique that takes this into account while only slightly increasing the number of C-not
gates needed over that required for state preparation on each column. This technique borrows
a decomposition scheme for uniformly controlled gates from [2]. We describe this technique
in our work and give a rigorous proof that it works for arbitrary isometries in the Appendix.
This proof can also be seen as an alternative way [1] to prove the universality of the gate
library containing single-qubit and C-not gates.

Remark: In the cases m = n and m = n− 1, it turns out that there is a more efficient
decomposition based on the Cosine-Sine Decomposition. In the case m = n, this is exactly
the decomposition used in [5] for arbitrary gate synthesis. For m = n− 1 an adaptation of
this technique can be used to give a lower C-not count than our first method. This is also
displayed in Table 1.

2 Applications and Future Work

Experimental groups strive to demonstrate their ability to control a small number of qubits,
and the ultimate demonstration would be the ability to do any quantum operation on them.
Since any such operation can be implemented via an isometry followed by partial trace (using
Stinespring’s theorem), our decomposition scheme for isometries points towards an efficient
way to synthesize quantum operations, and could also be used in the construction of arbitrary
POVMs. In fact, we derive a theoretical lower bound on the number of C-not gates required
to implement an arbitrary completely positive trace-preserving map in the quantum circuit
model and show that we can achieve this bound up to a factor of four in leading order using
our decomposition scheme for isometries. Alternative methods for the implementation of
quantum channels are described in [7] and [3], which allow for additional classical randomness
to implement the channel. In future work we will investigate how to use our approach in
an alternative model that allows either measurements or classical randomness as additional
resources, in order to further improve the C-not counts.
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Quantum property testing: A survey and one
new result

Ronald de Wolf

CWI, Amsterdam

Abstract. “Property testers” are algorithms that can efficiently handle
very large amounts of data: given a large object that either has a certain
property or is somehow far from having that property, a tester should
efficiently distinguish between these two cases. In this talk we describe
recent results obtained for quantum property testing. This area naturally
falls into three parts. First, we may consider quantum testers for prop-
erties of classical objects. We survey the main examples known where
quantum testers can be much more efficient than classical testers. We
also describe one new result: a quantum algorithm for testing whether a
given n-bit Boolean function f is a k-junta (i.e., depends on only k of the
n input bits) using roughly

√
k queries to f , which is quadratically faster

than the best classical testers. Second, we may consider classical testers
of quantum objects. This is the situation that arises for instance when
one is trying to determine if untrusted quantum states or operations
are what they are supposed to be, based only on classical input-output
behavior. Finally, we may also consider quantum testers for properties
of quantum objects, such as whether two states or unitaries are equal,
whether a state is separable, etc.
This is based on joint work with Ashley Montanaro (survey arXiv:1310.2035)
and with Andris Ambainis, Aleksanders Belovs, and Oded Regev (k-junta
testing).
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Abstract. Quantum discord expresses a fundamental non-classicality
of correlations more general than quantum entanglement, but its evalua-
tion is challenging. We combine the no-local-broadcasting theorem, semi-
definite-programming characterizations of quantum fidelity and quantum
separability, and a recent breakthrough result of Fawzi and Renner about
quantum Markov chains to provide a hierarchy of computationally effi-
cient lower bounds to quantum discord. Such a hierarchy converges to
the surprisal of measurement recoverability introduced by Seshadreesan
and Wilde, and provides a faithful lower bound to quantum discord al-
ready at the lowest non-trivial level. Furthermore, the latter constitutes
by itself a valid discord-like measure of the quantumness of correlations.

Quantum discord was introduced in terms of the minimum amount of
correlations, as quantified by mutual information, that is necessarily lost
in a local quantum measurement of a bipartite quantum state [1, 2] (see
below for exact definitions). Standard quantum discord is not easily com-
puted even in simple cases, and general easily computable lower bounds
to it are similarly not known. In this paper we provide a family of lower
bounds for the standard quantum discord which can reliably be computed
numerically. On the other hand, all the bounds have physical meaning,
since they are based on ‘impossibility features’ (i.e., no-go theorems) re-
lated to the local manipulation of quantum correlations; in particular,
they are based on the no-local-broadcasting theorem [3, 4]. Furthermore,
such lower bounds satisfy the basic requests that should be imposed on
any meaningful measure of quantum correlations [5, 6], hence making each
quantifier in the hierarchy a valid discord-like quantifier in itself.

The hierarchy of lower bounds that we introduce exploits ideas used in
the characterization and detection of entanglement via semidefinite pro-
gramming [7–9]. Semidefinite programming optimization techniques [10]
have found many other significant applications in quantum information
(see, e.g., [11–19]), and, in recent times, they have been used also in the
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quantification of steering [20, 21]. Here we extend the use of semidefinite
programming for the study of quantum correlations to quantum discord.
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Abstract
The quantum capacity of a quantum channel is always smaller than the capacity of the channel
for private communication. However, both quantities are given by the infinite regularization of
respectively the coherent and the private information. Here, we construct a family of channels
for which the private and coherent information can remain strictly superadditive for unbounded
number of uses. We prove this by showing that the coherent information is strictly larger than
the private information of a smaller number of uses of the channel. It turns out that even though
the quantum capacity is upper bounded by the private capacity, the non-regularized quantities
can be interleaved. From an operational point of view, the private capacity can be used for
gauging the practical value of quantum channels for secure communication and, consequently, for
key distribution. We thus show that in order to evaluate the interest a channel for this task it is
necessary to optimize the private information over an unlimited number of uses of the channel.

How well is it possible to characterize the resources available to transmit information? In
classical information theory, this proves to be fully within our computational abilities: given
a description of a channel, answering the question about its capacity to convey information
to the receiver is straightforward. To compute a number of different types of capacity of the
quantum channel, defined as regularized quantities, it is necessary to perform an unbounded
optimization over the number of the copies of the channel.

From the above expressions it follows that one might have to optimize over an infinite
number of copies of the channel in order to compute its capacity. Do we have to resort to
the regularized expression in order to compute the capacity of a quantum channel? It has
recently been shown that at least in the case of the quantum capacity this is unavoidable
even when we attempt to answer the question whether the channel has any capacity at all.
For the classical capacity, which is known to be superadditive for two uses of the channel,
there is some evidence that ultimately the regularization might not be required.

Arguably, the biggest practical success of quantum information theory to date is the
possibility of quantum key distribution (QKD). QKD allows two distant parties to agree on
a secret key independent of any eavesdropper. The required assumptions are: access to a
quantum channel with positive private capacity and the validity of quantum physics1. On

1 In order to characterize the channel and to implement a specific QKD protocol one might need a public
authentic classical channel or a small preshared secret.
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2 Quantum capacity can be greater than private information for arbitrarily many uses

the other hand, key distribution is a primitive that can only be implemented with classical
resources if one is willing to constrain the power of the eavesdropper. Even though there
exist practical QKD schemes which enable secure communication over large distances with
high key rates, some of the fundamental questions about the capacity to transmit secure
correlations remain unanswered.

The private capacity P of a channel is used to describe the ability of the channel to send
secure messages to the receiver. It has a clear operational interpretation as the maximum
rate at which the sender, Alice, can send private classical communication to the receiver,
Bob. It is defined as follows:

P(N ) = lim
n→∞

1
n
P(1)(N⊗n). (1)

The private capacity is given by the regularization of P(1)(N ), the private information of the
channel, which is given by P(1)(N ) = maxρ∈R I(X; B)− I(X; E), where R is the set of c-q
states. One can view private capacity as the optimal rate of reliable communication keeping
Eve in a product state with Alice and Bob.

Here we show that private information can be strictly superadditive for an arbitrarily
large number of uses of the channel. We construct a family of channels for which the private
and coherent information can remain strictly superadditive any number of uses of the channel.
We are able to prove this result by showing that the private information of k uses of the
channel is smaller than the coherent information of k + 1 uses. It turns out that both
quantities can be interleaved use after use for the first n uses of the channel. This shows that
even though the quantum capacity is upper bounded by the infinite regularization of the
private information, the quantum capacity can be larger than a finite regularization of the
private information. We proved that in order to compute the private capacity it is necessary
to consider regularized expressions (1).

More precisely, we prove the following theorem:

I Theorem 1. For any n there exists a triple (n, p, d) and a quantum channel Nn,p,d such
that for n > k ≥ 1:

1
k
P(1)(N⊗kn,p,d) <

1
k + 1Q

(1)(N⊗k+1
n,p,d ). (2)

This proves that entangled inputs increase the private information of a quantum channel
and this effect persists for an arbitrary number of channel uses. Also, we show that the
coherent information may be greater than the private information and this effect exists for
arbitrary many uses of the channel. As a bonus, we obtain a qualitatively different proof for
the unbounded superadditivity of the coherent information proved in arXiv:1408.5115.
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We study two basic graph parameters, the chromatic number and the
orthogonal rank, in the context of classical and quantum exact communi-
cation complexity. In particular, we consider two types of communication
problems that we call promise equality and list problems. For both of
these, it was already known that the one-round classical and one-round
quantum complexities are characterized by the chromatic number and
orthogonal rank of a certain graph, respectively.

In a promise equality problem, Alice and Bob must decide if their in-
puts are equal or not. We prove that classical protocols for such problems
can always be reduced to one-round protocols with no extra communi-
cation. In contrast, we give an explicit instance of a promise problem
that exhibits an exponential gap between the one- and two-round exact
quantum communication complexities. Whereas the chromatic number
thus captures the complete complexity of promise equality problems, the
hierarchy of “quantum chromatic numbers” (starting with the orthogo-
nal rank) giving the quantum communication complexity for every fixed
number of communication rounds thus turns out to enjoy a much richer
structure.

In a list problem, Bob gets a subset of some finite universe, Alice
gets an element from Bob’s subset, and their goal is for Bob to learn
which element Alice was given. The best general lower bound (due to
Orlitsky) and upper bound (due to Naor, Orlitsky, and Shor) on the
classical communication complexity of such problems differ only by a
constant factor. We exhibit an example showing somewhat surprisingly
that the four-round protocol used in the bound of Naor et al. can in fact be
optimal, and that the constant-factor gap cannot be closed in the general.
Finally, we pose a conjecture on the orthogonality rank of a certain graph
whose truth would imply an intriguing impossibility of round elimination
in quantum protocols for list problems, something that works trivially in
the classical case.
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We analyze an entanglement-based quantum key distribution (QKD)
architecture that uses a linear chain of quantum repeaters employing
photon-pair sources, spectral multiplexing, probabilistic Bell-state mea-
surements, multi-mode quantum memories and classical-only error correc-
tion, i.e., no quantum error correction or purification. Assuming sources
with zero multi-photon emission probability, we find an exact analytical
description of how the density operator of the end-to-end shared entan-
gled state evolves through the repeater chain, the secret-key rate (if that
shared entanglement is consumed for QKD), entanglement-distillation
rate, and fidelity [1]. We show via an explicit calculation, that this multi-
plexing based protocol achieves a secret key rate that surpasses the TGW
bound [2]—a recently-found fundamental limit to the rate-vs.-loss scaling
achievable by any QKD protocol over a direct optical link—thereby pro-
viding one of the first rigorous proofs of the efficacy of a quantum repeater
protocol. We extend our theoretical analysis to encompass sources with
non-zero two-pair-emission probability p(2), using an efficient exact nu-
merical evaluation of the quantum state propagation and measurements.
When all the multi-photon events—resulting either from non-zero p(2),
or from detector noise such as dark click probability Pd—are zero, then
quantum error correction or purification add no value to a repeater pro-
tocol, since the average rate at which (perfect) EPR pairs are heralded by
Alice and Bob translates to the key rate. However, when the multi-photon
events are non-zero, the heralded states are impure, and when such im-
purity surpasses a certain threshold, repeater purification and quantum
error correction at the repeaters could perform better.

Our main results are: (a) an exact evaluation of the evolving noisy
shared-entangled state and a recursive description of the QBER through
concatenated stages, (b) an achievable key rate of the formAηs bits/mode,
s < 1, which beats the TGW scaling limit of s = 1, (c) that Pd does not
have an effect on the rate-loss envelope until it crossed a certain threshold
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Fig. 1. Key rates as a function of range for N = 1, 2, 4, . . . , 16 elementary links.
The rate envelope outperforms what is theoretically achievable by any repeater-less
QKD protocol that uses the same time-slot length (Tq) and number of frequency
channels (M). Also shown is the exact zero-dark-click-probability rate-distance en-
velope, R(0)(L) = Aηξ, where ξ = 0.284 for the chosen parameters, which are:
Pd = Pr = Pe = 3 × 10−5, ηd = ηr = ηe = 0.9, λm = 1 dB (memory loading-readout
efficiency), M = 1000 (frequency modes), α = 0.15 dB/km (fiber loss), Tq = 50 ns.

that is significantly high for practical detectors (even through the individ-
ual rate curves for some finite number of links become zero at deminishing
Pd-dependent maximum ranges), and that (d) non-zero source p(2) de-
termines Nmax, a maximum number of links concatenating beyond which
brings down the rate sharply to zero. The main result relies on an exact
solution of a variant of the logistic map, solutions to which in general are
known to be chaotic. For detailed calculations, please see [1].

We expect our results to spur formal rate-loss analyses of other quan-
tum repeater protocols—for instance ones that do use quantum logic
for purification and error correction, and long-coherence-length quantum
memories to support such protocols,—and also to provide useful abstrac-
tions to seed analyses of quantum networks of complex topologies.
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Entanglement distillation refers to the task of transforming a collection of weakly en-
tangled pairs into fewer highly entangled ones. It is a core ingredient in quantum repeater
protocols, needed to transmit entanglement over arbitrary distances in order to realise quan-
tum key distribution schemes. Usually, it is assumed that the initial entangled pairs are i.i.d.
distributed and uncorrelated with each other, an assumption that might not be reasonable at
all in any entanglement generation process involving memory channels. Here, we introduce
a framework that captures entanglement distillation in the presence of natural correlations
arising from memory channels. Conceptually, we bring together ideas from condensed-matter
physics - that of renormalisation and of matrix-product states and operators - with those of
local entanglement manipulation, Markov chain mixing, and quantum error correction. We
identify parameter regions for which we prove convergence to maximally entangled states,
arising as the fixed points of a matrix-product operator renormalisation flow.

We consider a sequence of L pairs of qubits, where two parties (say Alice and Bob) each
hold one qubit from each pair. These pairs are entangled, as well as correlated with each other,
as a consequence of the preparation procedure involving stationary quantum memory effects.
A natural preparation exhibiting such a memory involves an auxiliary quantum system C of
some dimension d that embodies all the degrees of freedom of the memory. The state is then
prepared in a sequential fashion, with the memory unitarily interacting with the first entangled
pair, then the second, and so on [1, 2, 3]. A state generated in this way is given by a matrix-
product state, if it is pure, or a matrix-product operator in case of noisy mixed states [4, 5], as
they are considered here, with d taking the role of the bond dimension. The decay of memory
effects in the distance between the entangled pairs naturally emerges in this construction. We
introduce here how naturally correlated bi-partite MPO arising from this setting. More specif-
ically, we work in a numerically indexed Bell basis (|φ1〉 , |φ2〉 , |φ3〉 , |φ4〉), more commonly
labelled as (|φ+〉 , |φ−〉 , |ψ+〉 , |ψ−〉). We consider a sequence of L pairs of qubits, with basis
vectors |Φx〉 = |φx1〉 |φx2〉 . . . |φxL〉, where Alice holds the first qubit of each pair and Bob
holds its partner. Translationally invariant mixed states reflecting stationarity of the source are
described in the MPO language as

〈Φx| ρ |Φy〉 = Tr [Mx1,y1Mx2,y2 . . .MxL,yL ] .

Purely for simplicity of notation, we take periodic boundary conditions here. The dimension
of the matrices Mx,y ∈ Cd×d, x, y ∈ {1, . . . , 4} limits the correlations between pairs, and by
increasing this bond dimension d, arbitrary quantum states can be described in this formalism.
There is a gauge freedom in our choice of MPO matrices as for any invertible S, mapping
Mx,y 7→ SMx,yS−1 will give an alternative description of the same physical state. Generally,
16 matrices are needed for the description of each pair, reflecting the two-particle density
matrix. However, without loss of generality we take Mx,y to be Bell diagonal, which can be
achieved using a suitable local group twirl over the Pauli group [6]. For this reason we use the
shorthand A = M1,1, B = M2,2, C = M3,3 and D = M4,4. Without loss of generality, we
consider the distillation of maximally entangled φ+ pairs. The “A” matrix will be the dominant
matrix, while the others we will call noise matrices.

The recurrence protocol is a 2 → 1 iterative protocol which uses post-selection. At every
round measurement outcomes are being produced and we only proceed if certain outcomes are
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obtained. Here we use a slightly improved version [7] of the recurrence scheme [6]. Cast into
the MPO language, the iteration formula after two steps is

An+2 = (A2
n +B2

n)2 + (C2
n +D2

n)2, Cn+2 = {A2
n +B2

n, C
2
n +D2

n},
Bn+2 = {An, Bn}2 + {Cn, Dn}2, Dn+2 = {{An, Bn}, {Cn, Dn}},

where curly brackets denote the anti-commutator. After two steps, the matrices are being re-
gauged and rescaled. Replacing matrices by commuting scalars recovers the original i.i.d.
result. We introduce the noise contribution of the coefficient matrices Bn, Cn, and Dn as

εn = max
(
‖Bn‖1→1, ‖Cn‖1→1, ‖Dn‖1→1

)
.

Due to norm sub-multiplicativity, one finds initially small ε0 entails εn vanishes with n. How-
ever, ensuring An+2 stays large is difficult. To do so, we shall adjust the MPO gauge after two
steps, re-gauging this using a suitable gauge transformation and re-scaling, so that An+2 is
trace-preserving and hence ‖An+2‖1→1 = 1. To quantify how much the gauge transformation
changes the matrix norm, we rely on the ergodicity coefficient τ of the matrices,

τ(M) = max
Tr[σ]=0

‖M (σ) ‖1
‖σ‖1

,

which allows a quantification of how rapidly a channel mixes input states into the channel’s
stationary state. We are interested in the ergodicity of An, for which we use the shorthand
τn := τ(An).
Given a translationally invariant Bell diagonal MPO with coefficient matrices A0, B0, C0, and
D0, the iterative application of the recurrence protocol leads to convergence to uncorrelated
pairs in the maximally entangled state φ+ for

ε0 ≤
1

7

1− τ40
1 + τ40

.

In addition to our results on this postselective protocol, we also present results on a determin-
istic 5→ 1 protocol that deploys techniques from error correction codes.

We have introduced a framework of renormalising entanglement in order to achieve en-
tanglement distillation in the presence of natural correlations. We have proven that protocols
known to work for i.i.d. pairs above a threshold fidelity also give rise to feasible entanglement
distillation if correlations are present. We have identified threshold fidelities and conditions
on the correlation between the pairs to ensure convergence of correlated pairs described by an
MPO to a number of independent maximally entangled pure states. The programme initiated
here shows that correlations are not necessarily a disadvantage, and one does not have to aim
at de-correlating pairs or resetting preparation procedures, steps that will take time and will
in practice lead to further entanglement deterioration. We hope that this work triggers further
studies on entanglement distillation and repeater protocols in the presence of realistic memory
effects, as well as of further studies of renormalising matrix-product operators.
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Unbounded entanglement can be needed to
achieve the optimal success probability

Laura Maninska

CQT, Singapore

Abstract. Quantum entanglement is known to provide a strong advan-
tage in many two-party distributed tasks. We investigate the question
of how much entanglement is needed to reach optimal performance. We
show that there exists a purely classical scenario for which no finite
amount of entanglement suffices. To this end we introduce a simple two-
party nonlocal game H, inspired by a paradox of Lucien Hardy. In our
game each player has only two possible questions and can provide an-
swers in a countable set. We exhibit a sequence of strategies which use
entangled states in increasing dimension d and succeed with probability
1−O(d−c) for some c ≥ 0.13. On the other hand, we show that any strat-
egy using an entangled state of local dimension d has success probability
at most 1−Ω(d−2). In addition, we show that any strategy restricted to
producing answers in a set of cardinality at most d has success probabil-
ity at most 1−Ω(d−2). Finally, we generalize our construction to derive
similar results starting from any game G with two questions per player
and finite answers sets in which quantum strategies have an advantage.
(This is joint work with Thomas Vidick.)
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Randomness and information are different concepts. We think of in-
formation of as that which is sent as a specific message to another person
or machine. On the other hand, randomness can be intuitively understood
as the outcome of a noisy process. Information and randomness being dif-
ferent concepts, the capability to distribute them over a channel should
be inequivalent resources. More precisely, the capability to distribute a
bit of randomness is a weaker resource than the potential to communicate
a bit of information over a channel.

From Shannon’s definition of classical capacity of transmssion of infor-
mation one can intuitively understand that any protocol that distributes
randomness over a given channel E can be de-randomized and be trans-
formed into a protocol that is capable of transmitting information at ex-
actly the same rate, proving the equality C(E) = R(E). Similar result can
be deduced from Ahslwede and Csiszar in [1] for its extension to asssited
feedback communication, i.e., C(E) = R←(E). In this work we prove this
equality remains true even if one considers the use of all kind of assisted
classical communications, i.e., C(E) = R↔(E), showing that in a classical
world the optimal way of distributing randomness is to generate it locally
and distribute it through the channel (full details of all arguments are to
be found in reference [2]).

Interestingly, this is no longer true for quantum channels as the strong
symmetry between both resources is broken when we consider assisted
feedback scenarios. Similarly as in [3] it was shown that in the quantum
case of distillation of randomness from a state, communication from A to
B can result in a rate different that with communication from B to A, here
we give an example of an entanglement-breaking channel where the fol-
lowing inequality holds C(E) = C←(E) < R←(E), proving that quantum
mechanics implies a strict separation between the capability to distribute
randomness and the potential of communicating information (full details
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of all arguments are to be found in reference [2]). Our result shows that
contrary to what is predicted by classical information theory quantum
mechanics allows for the activation of randomness initially locked inside
the channel, which boost the amount of shared randomness generated in
the process.

An alternative way of understanding our result is the following. Our
result shows that a noisy channel E sending symbols from Alice to Bob
combined with a noiseless channel L sending symbols from Bob to Al-
ice can distribute more shared randomness between both partners when
operated jointly than the optimal rate achievable when they operated in-
dependently, i.e., R(E ⊗L) > R(E) +R(L). Therefore, our result can also
be seen as an activation phenomenon similar to the well-known activation
of the quantum or secret capacities [4][5][6].
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Semidefinite programs for randomness extractors

Mario Berta1, Omar Fawzi2,3, and Volkher B. Scholz4

1 Institute for Quantum Information and Matter, Caltech, USA
2 Department of Computing and Mathematical Sciences, Caltech, USA
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Abstract. Randomness extractors are an important building block for
classical and quantum cryptography. However, for many applications it
is crucial that the extractors are quantum-proof, i.e., that they work
even in the presence of quantum adversaries. In general, quantum-proof
extractors are poorly understood and we would like to argue that in the
same way as Bell inequalities (multi prover games) and communication
complexity, the setting of randomness extractors provides a operationally
useful framework for studying the power and limitations of a quantum
memory compared to a classical one.
We start by recalling how to phrase the extractor property as a quadratic
program with linear constraints. We then construct a semidefinite pro-
gramming (SDP) relaxation for this program that is tight for some
extractor constructions. Moreover, we show that this SDP relaxation is
even sufficient to certify quantum-proof extractors. This gives a unifying
approach to understand the stability properties of extractors against quan-
tum adversaries. Finally, we analyze the limitations of this SDP relaxation
and propose a converging hierarchy of SDPs that gives increasingly tight
characterizations of quantum-proof extractors.
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Interferometric versus projective measurement
of anyons

Michael Freedman and Claire Levaillant
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Abstract. We investigate the similarities and differences between pro-
jective measurement of a group of anyons by fusion and interferometric
measurement of the same group of anyons with a Mach-Zehnder interfer-
ometer. Anyons are exotic particles which are used in topological quan-
tum computation. Contrary to bosons or fermions, the wave-function is
non longer symmetric or anti-symmetric under exchange of particles but
rather acquires a non-trivial phase when one particle is moved around
another. We show that interferometric measurement is stronger than
projective measurement: any protocol involving projective measurement
can be simulated by a protocol using interferometry. The proof is based
on a novel technique used for reversing a physical phenomenon of de-
coherence happening during interferometry. While interferometry causes
decoherence between the subsystem being measured and its complement,
we show that decoherence can be reversed by adding more interferomet-
ric measurements. We illuminate the power of interferometry on some
examples when we build quantum gates.
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Quantum technologies are often developed in the qubit paradigm, where
the basic carrier of quantum information is a two-level quantum system—a
natural choice because binary is the language of classical technologies.
However, in the quantum domain, qudits, d-level quantum systems, offer
a state space with a richer structure than their two-level counterparts.

Colour codes [1–3] are a class of topological qubit stabilizer codes that
may be defined on a topological space of any spatial dimension µ ≥ 2 [4].
Along with surface codes, they constitute the most successful topological
codes. Qubit colour codes have several advantages over qubit surface codes,
and we show these features can be transferred over into the qudit setting.

In this work, we generalise colour codes to any qudit dimension d and
spatial dimensions µ. Specifically, given any lattice suitable for constructing
qubit colour codes, we show how to use the same lattice to construct a qudit
colour code. For qubits, a non-Clifford gate can be implemented in colour
codes in 3 and higher spatial dimensions transversally, i.e. by a tensor
product of local unitary gates, an inherently fault-tolerant procedure [5,
6], and we generalise this result to the qudit paradigm.

Recently, it was shown by Bravyi and König [7] that a quantum error
correcting code in µ spatial dimensions can support a gate with constant
depth from at most the µth level of the Clifford hierarchy. The fact
that colour codes can be shown to saturate this bound with transversal
gates is a very promising feature, and when combined with gauge fixing
techniques [2, 8] enables universal quantum computation without the need
of magic state distillation [9]. We find that 3D colour codes also provide
transversal non-Cliffords in the qudit case.

The colour codes have also been generalised to gauge colour codes [10]—
subsystem codes with many advantageous features—including low weight
error detection measurements, universal transversal gates via gauge fixing
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for µ > 2, fault-tolerant conversion between codes of different spatial
dimension [11], and for the µ = 3 case, single shot error correction [12]—a
robustness to measurement errors without the need for repeated measure-
ments. We show that the qudit colour codes introduced here can also be
generalised to gauge colour codes.

The main technique which we employ is a bipartition of the vertices
in the graph that defines the code into starred and unstarred vertices. We
call this the star-bipartition, to distinguish it from the other important
colourings which define the colour codes. The commutation properties
of the stabilizer and logical operators of the colour codes (and gauge
colour codes) in the qubit setting can be reduced to the fact that the
pairs of operators X ⊗X and Z ⊗ Z commute. The star-bipartition we
introduce replaces operators with their complex conjugate on a subset
of the vertices, for example, replacing the above operators with X ⊗X∗

and Z ⊗Z∗, respectively. Crucially, this latter pair of operators commutes
for qudits of any dimension. Furthermore, the star-bipartition provides a
general framework for constructing transversal gates from higher levels
of the Clifford hierarchy. While elements of this technique can be seen
in earlier work [13, 10], this is the first time that it has been exploited
systematically.

The second key technical component of our work is a generalisation
of the triorthogonal matrix technique by Bravyi and Haah [14]. Bravyi
and Haah prove that a so-called triorthogonal code supports a transversal
non-Clifford gate in the 3rd level of the Clifford hierarchy. In this talk we
show that qudit colour codes in 3 and higher spatial dimensions obey a
generalised notion of triorthogonality and as a result, support transversal
non-Clifford gates.

References

1. H. Bombin and M.A. Martin-Delgado, Phys. Rev. Lett. 98, 160502 (2007)
2. H. Bombin, arXiv:1311.0879.
3. A. Kubica and M.E. Beverland, arXiv:1410.0069.
4. H. Bombin and M.A Martin-Delgado, Phys. Rev. B 75, 075103 (2007).
5. E. Knill, R. Laflamme and W.H. Zurek, arXiv:quant-ph/9610011.
6. E. Knill, R. Laflamme and W.H. Zurek, Science 279, 342-345 (1998).
7. S. Bravyi and R. König, Phys. Rev. Lett. 110, 170503 (2013).
8. A. Paetznick and B.W Reichardt, Phys. Rev. Lett. 111, 090505 (2013).
9. S. Bravyi and A. Kitaev, Phys. Rev. A 71, 022316 (2005).

10. H. Bombin, arXiv:1311.0879.
11. H. Bombin, arXiv:1412.5079.
12. H. Bombin, arXiv:1404.5504.
13. P. Sarvepalli, IEEE ITW 1–5 (2010).
14. S. Bravyi and J. Haah, Phys. Rev. A 86 052329 (2012).

37



Thermalization and decoherence in open
Majorana systems

Earl T. Campbell

Department of Physics & Astronomy, University of Sheffield, Sheffield, S3 7RH,
United Kingdom.

http://arxiv.org/abs/1502.05626

In topologically ordered systems, information is stored non-locally
within the degenerate ground space of some large many-body system.
The primary benefit of topology is robustness against random adiabatic
fluctuations in the system Hamiltonian. Damage from such noise is expo-
nentially suppressed with system size. Topological systems also have an
energy gap ∆ between the degenerate ground space and excited states,
and are said to be protected by the gap against thermal excitations. A
common claim [1] is that thermal processes occur at a rate e−∆/T , which
is sometimes called the Arrhenius law. A often voiced assertion is that
topology can exponentially eliminate noise merely by increasing system
size and decreasing temperature.

Of all topological systems, Majorana zero modes have attracted the
most attention. It was theorized that a so-called Kitaev wire supports Ma-
jorana zero modes at edges of a simple 1D system [5]. Beyond topological
robustness, Majorana zero-modes also possess the braiding statistics of
non-Abelian Ising anyons. Though insufficient for direct quantum compu-
tation, braiding Ising anyons can demonstrate nonlocality, teleportation
and superdense coding [2], and are promoted to full quantum computing
when supplemented with some nontopological (noisy) operations [4].

The physics of these Majorana systems is especially tractable as their
Hamiltonians are quadratic in fermion creation and annihilation opera-
tors. We say such a system is Gaussian, or quasifree fermionic, in analogy
with Gaussian linear optics. Gaussian states can be described purely in
terms of the expectation value of quadratic observables, which are cap-
tured by a covariance matrix. Furthermore, some dissipative processes
can be described within this powerful covariance matrix formalism (see
e.g. [6–8]), and allow single fermions to hop between system and bath

via a†SaB. Single fermion hopping violates conservation of fermion parity
in the system, which is otherwise respected by unitary evolution. It is
a toxic process that can cause errors without creating excitations, cir-
cumventing arguments that energy penalties suppress thermal processes
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to a rate e−∆/T . In particular, Majorana modes in the Kitaev wire (see
Fig. ??) have been shown to decohere due to fermion hopping at rates
independently of system size or the system gap [9, 10]. This article con-
siders all Gaussian fermionic systems, not just the Kitaev wire, and how
they decohere as a function of temperature. A single fermion appearing
in the system will have a partner appear in the environment, and so
perhaps there is hope that a gapped bath Hamiltonian will provide an
energy penalty inhibiting these processes. However, this talks presents a
very general, yet simple, argument that thermalisation and decoherence
is independent of temperature, assuming only that the system-bath is
governed by a Gaussian Hamiltonian. We extend this argument by pro-
viding a microscopic derivation of a master equation in the weak coupling
regime, and again observe temperature independent decoherence.

Coupling to a thermal bath leads to thermalisation and decoherence
of stored quantum information. For a system of Gaussian fermions, the
fermionic analog of linear or Gaussian optics, these dynamics can be el-
egantly and efficiently described by evolution of the system’s covariance
matrix. Taking both system and bath to be Gaussian fermionic, we ob-
serve that thermalization and decoherence occurs at a rate that is inde-
pendent of the bath temperature. Furthermore, we also consider a weak
coupling regime where the dynamics are Markovian. We present a micro-
scopic derivation of Markovian master equations entirely in the language
of covariance matrices, where temperature independence remains mani-
fest. This is radically different from behaviour seen in other scenarios, such
as when fermions interact with a bosonic bath. Our analysis applies to
many Majorana fermion systems that have been heralded as very robust,
topologically protected, qubits. In these systems, it has been claimed that
thermal decoherence can be exponentially suppressed by reducing tem-
perature, but we find Gaussian decoherence cannot be cooled away.
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A quantum algorithm for computing the unit
group of an arbitrary degree number field

Sean Hallgren

Pennsylvania State University

Abstract. Computing the group of units in a field of algebraic numbers
is one of the central tasks of computational algebraic number theory. It
is believed to be hard classically, which is of interest for cryptography.
In the quantum setting, efficient algorithms were previously known for
fields of constant degree. We give a quantum algorithm that is poly-
nomial in the degree of the field and the logarithm of its discriminant.
This is achieved by combining three new results. The first is a classical
algorithm for computing a basis for certain ideal lattices with doubly ex-
ponentially large generators. The second shows that a Gaussian weighted
superposition of lattice points, with an appropriate encoding, can be used
to provide a unique representation of a real-valued lattice. The third is
an extension of the hidden subgroup problem to continuous groups and
a quantum algorithm for solving the HSP over Rn.
Joint work with Kirsten Eisentraeger, Alexei Kitaev, and Fang Song.
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Abstract. While powerful tools have been developed to analyze quan-
tum query complexity, there are still many natural problems that do not
fit neatly into the black box model of oracles. We create a new model
that allows multiple oracles with differing costs. This model captures
more of the difficulty of certain natural problems. We test this model
on a simple problem, Search with Two Oracles, for which we create a
quantum algorithm that we prove is asymptotically optimal. We further
give some evidence, using a geometric picture of Grover’s algorithm, that
our algorithm is exactly optimal.
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A universal adiabatic quantum query algorithm
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Abstract. In the quantum query complexity, the so-called quantum ad-
versary bound introduced by Ambainis and later improved by Høyer et al
[1, 6], is know to characterize the quantum query complexity for bounded
error. While this result has been proved in the standard discrete-time
model of quantum computation, it also holds for continuous-time (or
Hamiltonian-based) quantum computation, due to a known equivalence
between these two query complexity models [4].
In our work, we revisit this result by providing a direct proof in the
continuous-time model. One originality of our proof is that it draws new
connections between the adversary bound, a modern technique of the-
oretical computer science, and early theorems of quantum mechanics.
Indeed, the proof of the lower bound is based on Ehrenfest’s theorem [5],
while the upper bound relies on the adiabatic theorem [3], as it goes by
constructing a universal adiabatic quantum query algorithm.
Another originality, for the first time in the context of quantum adiabatic
computation, the soundness of the algorithm relies on a version of the
adiabatic theorem that does not require a spectral gap [2].
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Abstract

We study the robustness of the bucket brigade quantum random access
memory model introduced by Giovannetti, Lloyd, and Maccone [Phys. Rev.
Lett. 100, 160501 (2008)]. Due to a result of Regev and Schiff [ICALP
’08 pp. 773, arXiv:1202.1027 [quant-ph]], we show that for a class of error
models the error rate per gate in the bucket brigade quantum memory has
to be of order o(2−n/2) (where N = 2n is the size of the memory) whenever
the memory is used as an oracle for the quantum searching problem. We
conjecture that this is the case for any realistic error model that will be
encountered in practice, and that for algorithms with super-polynomially
many oracle queries the error rate must be super-polynomially small, which
further motivates the need for quantum error correction. We introduce
a circuit model for the quantum bucket brigade architecture and argue
that quantum error correction for the circuit causes the quantum bucket
brigade architecture to lose its primary advantage of a small number of
“active” gates, since all components have to be actively error corrected. An
interesting open question is the existence of a realistic architecture-specific
error correction technique that could recover the polynomial number of
physical gate activations of the routing scheme while still guaranteeing
fault-tolerance.
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Abstract. We propose an information theoretically secure secret-key
quantum money scheme in which the verification of a coin is classical
and consists of only one round; namely, a classical query from the user
to the bank and an accept/reject answer from the bank to the user. A
coin can be verified polynomially (on the number of its qubits) many
times before it expires. Our scheme is an improvement on Gavinsky’s
scheme [2], where three rounds of interaction are needed and is based on
the notion of quantum retrieval games.

Moreover, we propose a publicly verifiable quantum money scheme which
is computationally secure in the random oracle model, given one-time
memories. This construction is derived naturally from our secret-key
scheme using the fact that one-time memories are a special case of quan-
tum retrieval games.

1 Quantum Money Definition

A quantum money scheme consists of an algorithm that is used by the
bank in order to create valid coins, and a verification protocol that is run
between a holder of a coin and the bank in order to verify the validity
of the coin. The correctness of the scheme requires that valid coins are
always accepted. The security requirement states that it is impossible for
an algorithm to create more coins than what it had in the beginning. In a
publicly verifiable (public-key) quantum money scheme, the verification
of the coin can be done locally without interacting with the bank.

2 One-out-of-two Quantum Retrieval Games

A one-out-of-two quantum retrieval game (QRG) consists of a quantum
state ρ that encodes a classical secret s and two challenges Ca, Cb. The
correctness of the game requires that given ρ we can answer any of the two
challenges for this s. The security requires that given ρ we cannot answer
both challenges with non-negligible probability. Gavinsky has shown that
the Hidden Matching [3] is such a QRG.
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3 From QRGs to secret-key Quantum Money

In our scheme, a coin consists of n random QRG states. The verification
protocol (a) picks at random some of them and (b) picks a random chal-
lenge for each of the picked ones. By the correctness of the QRG we can
retrieve an answer for each of the challenges. These answers are sent to
the bank. The bank compares the answers it receives with it’s secret and
accepts if all answers are correct. To prove security we argue as follows. If
an algorithm F can create more valid coins than its input coins, then we
can create another algorithm A that simulates F and, in the end, extracts
answers for both challenges of a QRG. Since this is impossible, such an
algorithm F cannot exist.

4 QRGs vs One-time Memories

It can be shown that QRGs whose challenges have only one valid answer
are equivalent to one-time memories (OTM) [4]. OTMs are impossible in
the plain quantum model (even with computational assumptions), how-
ever they are possible in the isolated qubits model [1]. Using OTMs in-
stead of regular QRGs, we can create publicly verifiable quantum money
in the random oracle model.

5 Publicly verifiable Quantum Money

The construction is a simple modification of the secret-key scheme. First,
we replace the QRGs with OTMs. Then, we get rid of the interaction by
giving the hash value of the OTM secrets as part the coin. In the random
oracle model, we are guaranteed that this reveals no information about
the secrets. Moreover, correctness can still be achieved by first applying
the hash function to the answer we retrieve, and then comparing to the
value given.
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Abstract. Strongly unforgeable signature schemes provide a more strin-
gent security guarantee than the standard existential unforgeability. It
requires that not only forging a signature on a new message is hard, it
is infeasible as well to produce a new signature on a message for which
the adversary has seen valid signatures before. Strongly unforgeable sig-
natures are useful both in practice and as a building block in many
cryptographic constructions.
This work investigates a generic transformation that compiles any exis-
tentially unforgeable scheme into a strongly unforgeable one, which was
proposed by Teranishi et al. [4] and was proven in the classical random-
oracle model. Our main contribution is showing that the transformation
also works against quantum adversaries in the quantum random-oracle
model. We develop proof techniques such as adaptively programming
a quantum random-oracle in a new setting, which may be of indepen-
dent interest. Applying the transformation to an existential-unforgeable
scheme due to Cash et al. [2], which can be shown to be quantum-safe
assuming certain lattice problems are hard for quantum computers, we
get an efficient quantum-safe strongly unforgeable signature scheme in
the quantum random-oracle model.

This work studies a generic transformation from existentially unforge-
able signature schemes to strongly unforgeable ones, proposed by Teran-
ishi et al. [4] (referred to as TOO hereafter), in the quantum setting.
Among other existing transformations, TOO only needs a mild computa-
tional assumption and causes small overhead to the efficiency. Classically,
TOO is proven in the random-oracle model (RO), where a hash function
is treated as a truly random function and all users evaluate the hash
function by querying the random function. The main difficulty towards
making the TOO transformation go through in the quantum setting is
that we need to consider the quantum random-oracle model (QRO) [1],
where an quantum adversary can query the random-oracle in superposi-
tion. Unfortunately, many classical tricks in RO become difficult to apply
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in QRO, if not entirely impossible. For starters, classically it is trivial
to answer random-oracle queries on-the-fly by generating fresh random
value for new queries while maintaining a table to keep consistency. It
is not obvious how to handle quantum superposition queries in a similar
way. Proof techniques in QRO have been developed in recent years [6,5],
but many classical techniques are still missing their counterparts in QRO.
Our Contributions. We show that the TOO transformation still works
against quantum adversaries in QRO under reasonable computational
assumptions. The main technical tool we develop is adaptively program-
ming a quantum random-oracle in a new setting, which we hope can lead
to applications and extensions elsewhere. We then apply this technique
to prove that the TOO transformation produces a quantum-safe strongly
unforgeable signature scheme in QRO, assuming existence of a chameleon
hash function and an existentially unforgeable signature scheme that are
both quantum-safe. Finally we demonstrate that these building blocks
can be instantiated based on lattice problems. Specifically, using tools
from [3], we have verified that the bonsai-tree signature scheme and the
chameleon hash function in [2] are both quantum-safe, assuming some
lattice problem is quantum-safe3.
Acknowledgements. The authors are grateful to Andrew Childs for
helpful discussions. EE was supported by NSERC on an undergraduate
research award at the Institute for Quantum Computing, University of
Waterloo. FS acknowledges support from NSERC, CryptoWorks21, ORF
and US ARO.

References
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Abstract. We describe a new protocol hdDEB which generalize our
protocol h3DEB [1] in any dimension d ≥ 3 and we study its security
against cloning attacks. It uses an homogeneous Bell inequality called
hCHSH-d which belongs to the family of Bell inequalities introduced in
[2].The amount of violation achieved by hCHSH-d with specific entan-
gled states being better than for the CGLMP inequality for qudits, our
protocol hdDEB allows more tolerance to noise than N-DEB while being
secure against the family of cloning attacks described in [3].

The security of Quantum Key Distribution is based on violations of
local realism. As larger violations lead to a better noise resistance, the
study of Bell inequalities and the choice of adequate parameters are im-
portant to strengthen Quantum Key Distribution protocols.

The entanglement-based protocol N-DEB described by Durt, Cerf,
Gisin and Ẑukowski in [3] uses pairs of entangled qudits and performs
checks of the CGLMP inequality for d-dimensional systems [4] in order to
detect eavesdropping. When used with a maximally entangled state and
four well-chosen bases [5], this protocol for qudits reaches a better noise
resistance than the Ekert91 protocol for pairs of entangled qubits.

Our work improves the N-DEB protocol by increasing the amount
of Bell violation, hence allowing to reach a better noise resistance. This
increased amount of violation is the consequence of replacing the CGLMP
inequality used in N-DEB by an inequality called hCHSH-d which belongs
to the homogeneous Bell inequalities. This family of Bell inequalities has
been studied in [2] and shown to form a complete set of Bell inequalities.

The use of homogeneous Bell inequalities for two qudits necessitates
2d unitary observables. Four of them correspond to measurements that
can be obtained with devices called multiport beam splitters (or ditters)
in dimension d [6]. The 2(d−2) additional ones are products of these four
observables.
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We generalize the mathematical description of product observables for
d = 3 mentioned in [1] to any d and we show that a product observable
can always be implemented by a slightly modified multiport beam split-
ter. Once we have made clear that our protocol is fully implementable in
practice, we extend our protocol h3DEB to the protocol hdDEB by re-
placing the inequality used in the N-DEB protocol with an homogeneous
Bell inequality. This modification allow us to obtain a better amount of
violation than N-DEB and reach a better noise resistance.

We also study how the addition of product measurements can impact
the security of our protocol against a family of cloning attacks described
in [3]. As these new measurements do not affect the form of the cloner
required for this attack, we derive a security criterion for our protocol
which takes the form of an upper bound over the value of the violation.

We finally provide for each d = 3, 4, 5 a set of parameters (basis,
entangled state and homogeneous Bell inequality) which ameliorates the
noise threshold of N-DEB while ensuring the security of our protocol
against these cloning attacks.

d 3 4 5

N-DEB 1.436 1.448 1.455

hdDEB 1.505 1.546 1.574

Table 1. Violations obtained with N-DEB and hdDEB for d = 3, 4, 5
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Abstract. This work presents, for a general n-partite two level spin
system in SU(n), a decomposition procedure in 2n−1 SU(2) subsystems
to establish selective control operations on a selected basis as grammar,
letting manage quantum complexity of multipartite systems. Alternating
the direction of local interactions, it states a universal exchange seman-
tics on the entangled Bell gems basis.

1 Introduction

For spin systems, SU(2) single system has exact and optimal control so-
lutions in terms of energy or time [1, 2]. Recently research for anysotropic
Ising model for bipartite systems in SU(4) [3] has shown this model lets a
U(1)×SU(2)2 block decomposition when it is written in a non-local basis,
soH2 becomes a direct sum of two subspaces, each one generated by a pair
of Bell states, while U becomes in the semi-direct product U(1)×SU(2)2.
Control can then be reduced to two SU(2) control problems in each sector
and exact solutions can be found [4]. Controlled sectors can be selected
by the direction of external driven interactions setting transformations
between Bell states on demand. The brief aims of this work is to show a
generalization of last procedure on general n-partite two level systems, re-
ducing them to 2n−1 selective transformations on pairs of quantum states,
and then show how a natural basis for this reduction procedure for an
even number of parts, n = 2d, is the Bell gems basis.

2 Brief development

Problem stated here is established for a general Hamiltonian for n coupled
two level systems on U(2n) conforming a closed system:

H̃ =
∑

{ik}
h{ik}

n⊗

k=1

σik (1)

50



where {ik} = {i1, i2, ..., in}, ik = 0, 1, 2, 3 and h{ik}, a set of time de-
pendent real functions in general. Additionally, k = 1, 2, ..., n and σi for
i = 0, 1, 2, 3 are respectively the unitary matrix and traditional Pauli
matrices expressed for the computational basis |0〉 , |1〉 ∈ H2 of each part.

If {Ej |j = 1, ..., 2n} are their eigenvalues and {|bj〉 ∈ H2n |j =
1, ..., 2n} their eigenvectors, then by considering a set of 2n orthogonal
states: {|αi〉} and 2n−1 pairs {j(i), k(i)}, i = 1, 2, ..., 2n−1 with k(i) =
j(i) + 1 (note that energies Ej are not necessarily ordered) fulfilling:

∣∣∣αj(i)
〉

= A∗i |b2i−1〉 −Bi |b2i〉 ,
∣∣∣αk(i)

〉
= B∗i |b2i−1〉+Ai |b2i〉 (2)

with: |Ai|2 + |Bi|2 = 1. It is possible reduce H to the block form:

H =




SH1 0 ... 0

0 SH2 ... 0
...

...
. . .

...

0 0 ... SH2n−1




(3)

with 0, the 2 × 2 zero matrix. With SHi = aiIi + biXi + ciYi + diZi ∈
SU(2). Because this structure is preserved under matrix products, then
it is inherited by the evolution matrix U . This decomposition establishes
exact control when blocks are reduced to diagonal forms Ii,Zi(quasi-
Evolution Loops) or to anti-diagonal forms Xi,Yi (Exchange Operations)
[4] in terms of well known control schemes in SU(2). Additionally, this
work shows that Bell gems basis [5, 6] is, under certain restrictions, the
general basis {|αi〉} to state this decomposition:

∣∣∣ΨId4
〉

=
1√
2d

∑

{εj},{δk}
(σ̃i1 ⊗ ...⊗ σ̃id)ε1...εd,δ1...δd |ε1...εd〉 ⊗ |δ1...δd〉 (4)
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It is commonly believed that area laws for entanglement entropies
imply that a quantum many-body state can be faithfully represented by
efficient tensor network states – a conjecture frequently stated in the con-
text of numerical simulations and analytical considerations. We show that
this is in general not the case, except in one dimension. We prove that the
set of quantum many-body states that satisfy an area law for all Renyi
entropies contains a subspace of exponential dimension. Establishing a
novel link between quantum many-body theory and the theory of com-
munication complexity, we then show that there are states satisfying area
laws for all Renyi entropies but cannot be approximated by states with
a classical description of small Kolmogorov complexity, including poly-
nomial projected entangled pair states (PEPS) or states of multi-scale
entanglement renormalisation (MERA). Not even a quantum computer
with post-selection can efficiently prepare all quantum states fulfilling an
area law, and we show that not all area law states can be eigenstates of
local Hamiltonians. We also prove translationally invariant and isotropic
instances of these results, and show a variation with decaying correlations
using quantum error-correcting codes.
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Abstract. This work investigates how to implement quantum walk based search algorithms
which fit in the general framework introduced by Mario Szegedy[Sz]. Various techniques and
subroutines are introduced to implement the necessary unitary operations used to construct the
walk algorithm. The techniques include the usage of reversible sorting networks and a sort of
”quantum derandomisation method” for generating coherent states corresponding to a sophis-
ticated probability distribution. As a demonstration we show that using these new techniques
one gets a faster, parallel implementation of Andris Ambainis’s [Amb] optimal quantum query
algorithm for the element distinctness problem.

1 Reversible Sorting Network

A quite versatile subroutine is the usage of reversible sorting networks. A reversible or quan-
tum sorting network is basically a sorting network where an additional flag (qu)bit is flipped
whenever a comparator swaps its two arguments. To construct a reversible sorting net-
work one can take a classical sorting network and replace all the comparators with their
reversible/quantum version as depicted below.

a • min(a, b)

b • max(a, b)

Classical comparator

|a〉 com
p
are

S
W

A
P

|max(a, b)〉

|b〉 |min(a, b)〉

|i〉 • |i⊕ (a < b)〉

To demonstrate the power of this tool we mention that using a reversible sorting network
it is straightforward to implement a quantum RAM [GLM] gate efficiently.

2 Implementation of the Element Distinctness Algorithm

The element distinctness problem is the following: Given a unitary operator Uf corresponding
to the unknown function f : {1, . . . , N = 2n} → {1, . . . ,M = 2m} find out whether there
is a pair i 6= j such that f(i) = f(j). Ambainis’s [Amb] optimal query algorithm can solve
the problem using N2/3 queries to Uf with high probability utilising a quantum walk on the
Johnson Graph.

To implement the element distinctness algorithm it is sufficient to implement three unitary
operations corresponding to some sort of walk steps on the Johnson Graph as described by
Szegedy [Sz] and Magniez et al. [MNRS].

53



2.1 Op.1: Generation of the initial probability distribution

The first step is the preparation of a pure state corresponding to a uniform probability
distribution over all the nodes of the Johnson Graph i.e. over all the size N2/3 subsets of
{1, . . . , N}. One also needs a proper data structure to be able to represent all the

(
N

N2/3

)

subsets in a way they can accessed easily by the following two operators.
We store the numbers ki, i ∈ {1, . . . , N2/3} of a subset in increasing order (i<j ⇒ ki<kj)

in a qubit array
⊗N2/3

i=1 |ki〉. The preparation of a state describing this structure is nontrivial.
We use a classical randomised algorithm which requires a few times more coin tosses than
log
(

N
N2/3

)
, and partially transform this random series to the desired data structure. (We

prepare the coin toss states by the usage of many parallel Hadamard gates.) The main trick
is that we arrange the rest of the qubits in such a way that whole state gets very close to a
product state, so we can forget the rest: (we call this trick ”quantum derandomisation”)
|uniform distribution over

(
N

N2/3

)
〉 |unused qubits〉

As a final step we query Uf to achieve a new data array |S〉 =
⊗N2/3

i=1 |ki, f(ki)〉.

2.2 Op.2: Check whether there are two non-distinct elements in a subset

This operation is straightforward using a reversible sorting network. Suppose we have a set
of numbers ki, i ∈ {1, . . . , N2/3} together with the function values f(ki). Then we simply sort

our data array |S〉 =
⊗N2/3

i=1 |ki, f(ki)〉 consisting the subset of numbers and the corresponding
function values according to the function values. After sorting it is enough to check whether
there are any neighbors having the same f value.

2.3 Op.3: Update/Step to neighbor nodes

This operation performs a ”diffusive” step to all neighbor nodes in the Johnson Graph
representing subsets which differ in exactly one number. I.e. it does the following action:

|S〉 |0〉 →
∑

S4Sj=2|S〉|Sj〉
N2/3(N−N2/3)

. This operation can be implemented using ideas similar to the above

two operations.

3 Conclusion

Careful analysis [MSc] shows that the above described steps can be well parallelised and thus
we obtain an overall circuit depth ofO(log(N) log log(N)) for one step operator of the Element
Distinctness Algorithm. In contrast Ambainis’s original an more involved implementation
[Amb] could resolve one step with circuit depth O(log4(N)).

Also the developed techniques may be useful for other quantum algorithmic tasks.
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Abstract

Single photons, manipulated using integrated linear optics, constitute a
promising platform for universal quantum computation. A series of in-
creasingly efficient proposals have shown linear-optical quantum comput-
ing to be formally scalable. However, existing schemes typically require ex-
tensive adaptive switching, which is experimentally challenging and noisy,
thousands of photon sources per renormalized qubit, and/or large quan-
tum memories for repeat-until-success strategies. Our work overcomes all
these problems. We present a scheme to construct a cluster state univer-
sal for quantum computation, which uses no adaptive switching, no large
memories, and which is at least an order of magnitude more resource-
efficient than previous passive schemes. Unlike previous proposals, it is
constructed entirely from loss-detecting gates and offers a robustness to
photon loss. Even without the use of an active loss-tolerant encoding, our
scheme naturally tolerates a total loss rate ∼ 1.6% in the photons detected
in the gates. This scheme uses only 3-GHZ states as a resource, together
with a passive linear-optical network. We fully describe and model the
iterative process of cluster generation, including photon loss and gate
failure. We also demonstrate how error correcting codes can be embed-
ded in this architecture to achieve the fidelities necessary for fault tolerant
quantum computation. This demonstrates that building a linear optical
quantum computer need be less challenging than previously thought.
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Abstract. In this work, we present a system of linear equations which
solution guarantees the existence of an exact quantum algorithm for a
given function and fixed number of steps. This result is obtained using
a novel parametrization of the quantum query model.

The construction of quantum algorithms that outperform their clas-
sical counterparts is a challenging problem in quantum computing. In
particular, the toolbox for designing exact quantum algorithms is still
limited [1–3]. Thus, a possible strategy is to reformulate the Quantum
Query Model (QQM) in order to have better insights.

We prove that any algorithm in the QQM is equivalent to a set of
vectors that satisfy a set of properties, which we call block set properties,
and we call block set any set of vectors satisfying such properties. For each
QQM algorithm there is a block set algorithm and vice versa. Finally, we
define the output of a block set in such way that its Gram matrix of
final states is the same of its corresponding QQM algorithm. Thus, our
formulation is another parametrization for QQM algorithms before the
measurement step. Each pair of elements in the block set determines
a matrix, the sum of all those matrices is the Gram matrix of output
states. If we consider a block set whose elements are pairwise orthogonal,
we obtain our linear conditions. We introduce some notation first.

Let Sx := {i : xi = 1}, where xi is the i-th bit in x. The Dirac measure,
denoted as δz(A), equals 1 if z ∈ A and 0 otherwise. There are:

Pk =
{

(x, y) : (−1)
∑t

i=0 δki (Sx) = 1 and (−1)
∑t

i=0 δki (Sy) = 1
}
, (1)

Qk =
{

(x, y) : (−1)
∑t

i=0 δki (Sx) = −1 and (−1)
∑t

i=0 δki (Sy) = −1
}
, (2)

for k, h ∈ Zt+1
n+1. Now we may define the square matrices P̄k,h and Q̄k,h,

with row x and column y being indexed by elements of {0, 1}n and with

? The authors acknowledge financial support from CNPq and CAPES.
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entries taking values in {0, 1}, as follows: P̄k,h[x, y] = 1 iff (x, y) ∈ Pk∩Ph
and, similarly, Q̄k,h[x, y] = 1 iff (x, y) ∈ Qk ∩Qh.

Finally, let X,Y ⊂ {0, 1}n be two disjoint sets, and let (x, y) ∈ X×Y .
We define the system of equations Ê (t, n,X, Y ) with unknowns {wkk},
to be: ∑

k∈Zt+1
n+1

(
P̄k,k[x, y] + Q̄k,k[x, y]

)
· wkk =

1

2
, (3)

∑

k∈Zt+1
n+1

wkk = 1. (4)

Theorem 1. Let f : {0, 1}n → {0, 1} be a function where (x ∈ X) ∧
(y ∈ Y ) implies that f (x) 6= f (y). If Ê (t, n,X, Y ) has solution over the
non-negative real numbers, then there is a quantum query algorithm that
calculates f exactly in t+ 1 queries.

This result is different to tools as semi-definite programming [4], because
it allows the analysis and design of quantum algorithms rather than black-
box numerical solutions. Each Equation 3 represents an entry in the Gram
matrix and we can state that each variable wkk receives a weight that is
summed in its corresponding region of the Gram Matrix. For example, if
we analyse just the row 0n, we can define

F =

{⊕

i

xji : x0 = 0, j ∈ J ⊂ Zt+1
n+1

}
, (5)

where ⊕ denotes binary sum. If we associate each formula to a weight
wjj > 0, taking wjj = 1/|J |, we solve system Ê (t, n,X, Y ) for X = {0n}
and a set Y , where y ∈ Y if and only if y satisfies exactly |J |/2 formulas.
This implies a family of exact quantum algorithms that recognizes a null
vector from a wide range of possible patterns, using t+ 1 queries.
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Abstract. In this paper, a novel protocol for bidirectional controlled quantum teleportation (BCQT) is proposed. Based on 
entanglement swapping of initiate Bell state, two users can teleport an unknown single-qubit state to each other under the 

permission of the supervisor. This proposed protocol would be utilized to a system in which a controller controls the 
communication in one direction only. Indeed, just one of the users needs the permission of the controller to reconstruct the 
unknown quantum state. In comparison to the existing BCQT protocols which their quantum channels are cluster and brown 
state, the proposed protocol is more practical within today’s technology, since it merely uses Bell states as the quantum 
resource. 

BACKGROUND 
Quantum mechanics represents some special capabilities for the transmission of quantum 

information    . Based on the principles of quantum mechanics, there are many forms of quantum 

communication    . Quantum teleportation (QT) is a type of quantum communication that an unknown 

quantum state is teleported from one place to the other place via entanglement and with the help of 

classical information. Many quantum teleportation protocols have been proposed since Bennett et al., 

    first proposed a QT protocol in     .  

Controlled quantum teleportation (CQT), first presented by Karlsson et al.,     in     . Over the 

past few years, much attention has been considered on this interesting topic. Consequently, several 

CQT protocols by applying various types of entangled state have been introduced. 

In     ,  Zha et al.,     proposed the first Bidirectional controlled quantum teleportation (BCQT) 

by employing five-qubit entangled state. After that, based on different types of entangled states as a 

quantum channel, several BCQT protocols have been suggested. In all of these BCQT protocols, 
without the permission of Charlie as a controller the other two users cannot reconstruct an unknown 

quantum state.  

Current results 
In this protocol, Alice and Bob as a two legitimate users want to teleport a single qubit state to each 

other under the permission of the controller. In this scheme, just one of the users requires the 
controller’s classical information to get the unknown quantum state. Suppose Alice and Bob have a 
single qubit state, which are described as Eq.    . 

        
    

        
                  

    
        

                                                                                                                 

where     
      

    and     
      

   . This protocol consists of the following steps: 

Step . Assume that the quantum channel linking Alice, Bob and Charlie is composed of three EPR 

entangled state, which has the form of Eq.    . 

                 
  

 

  
                

 

  
                

 

  
                  

                           
 

   
                                              

                                                                                        
                                                    

       where the qubits                belong to Alice, Bob and Charlie respectively. The state of the 

       whole system can be expressed as Eq.    . 
                    

                  
                                                                                                                          

Step . In this step, Alice and Bob make a CNOT operation with qubits   and   as control qubits and 

qubits    and    as target respectively. The state will be the form of Eq.    . 
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Step . Alice and Bob perform a single qubit measurement in the  -basis on qubits    and    and the 

 -basis measurement on qubits   and   respectively. The remaining particles may collapse into 

one of the    possible state with the same probability. 

Step . After Alice (Bob) tells the result to Bob (Alice) and Charlie, if Charlie wants to co-operate with 

the other two users, he applies Hadamard operation on his two qubits. As an example, if Alice’s 

and Bob’s measurement results in the first step is        
      , and        

      , the state of the 

remaining particles collapse into the state as Eq.     shows. 

             
 

 

   
       

                                                                                
  

                               
                                                                                

    

                               
                                                                               

   

                               
                                                                                

                           

        Then Charlie performs Bell measurement and announces his result to the users. The state is as 

         follows: 

             
 

 

 
           

    
        

        
    

        
       

           
    

        
       

    
        

       
   

                                  
                   

                   
           

                   
                   

                              

Now, each legitimate user can reconstruct the unknown single-qubit state by applying suitable 
unitary operation as we can see in Table I.  

TABLE I.  RELATION BETWEEN THE MEASUREMENT RESULTS AND APPROPRIATE UNITARY OPERATION 

Charlie's 

measurement result 
                            

Bob's operation 
 

      

 

 

   

 
 

 

   

 
 

 

   

  
 

Alice's operation 
 

      

 

    

 

    

 

    

Unlike other schemes which their quantum channels are cluster and brown state, this scheme 
utilizes entanglement swapping technique     for sharing three-EPR pair. Therefore, the proposed 
protocol is experimentally more efficient compared with related works in two aspects. On the one 
hand, the quantum channel is easier to be prepared    ; on the other hand, the entanglement must be 
held between two qubits, while preserving entanglement between more than two qubits is more 
complicated.  

In Table II, T.D and O.D refer to types of Charlie’s control which denote two and one-direction 
respectively. Also, B.M and S.P.M indicates the Bell and the single photon measurement respectively. 

TABLE II.  THE COMPARISON BETWEEN PROPOSED BCQT PROTOCOL WITH EXISTING ONES 

Ref. [20] [21] [22] [23] [24] [25] Proposed 

protocol 

Type of channel Cluster5 Cluster6 Six-qubit Brown5 Seven-qubit Six-qubit EPR6 

Type of control T.D T.D T.D T.D T.D T.D O.D 

Measurement 

method 

S.P.M S.P.M B.M B.M B.M B.M B.M 
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Abstract. We explore the link between two concepts: the level of viola-
tion of a Bell inequality by a quantum state and discrimination between
two states by means of local operations and classical communication
(LOCC). For any bipartite Bell inequality, we show that its value on a
given quantum state cannot exceed the classical bound by more than
the maximal quantum value shrunk by a factor related to distinguisha-
bility of this state from the separable set by means of restricted class
of operations. The bounds are strong enough to limit the use of certain
states containing private key in the device-independent scenario. We then
consider the general scenarios where the parties are allowed to perform
a local pre-processing of many copies of the state before the Bell test
(asymptotic and hidden-non-locality scenarios). We define the rate of
non-locality and, for PPT states, we bound this quantity by the relative
entropy of entanglement of the partially transposed state.

Our first result is a bound on the maximal violation of a Bell in-
equality S by a single copy of a bipartite state ρAB, which we denote
QS(ρAB). We show that it exceeds the classical value, C(S), by the maxi-
mum quantum value Q(S) for the inequality, shrunk by a factor related to
distinguishability between the state and separable states (SEP) by means
of a restricted class of operations. More precisely:

QS(ρAB) ≤ C(S) +Q(S)× inf
σ∈SEP

||ρΓAB − σ||. (1)

Regarding the asymptotic and hidden non-locality scenarios, following
[1] we base on the relative entropy to measure the non-locality of a box and
we define the rate of non-locality for a bipartite state, R(ρAB), which takes
into account all boxes one can obtain from many copies of the state ρAB,
after processing it by LOCC. Also for the hidden non-locality scenario [2],
in which the parties can perform a ‘filtering’ operation prior to the Bell
test, we define a rate of hidden non-locality, RH(ρAB), which takes into
account the probability of success of the filter. Our main result consists
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of upper-bounds on the non-locality of these scenarios via entanglement
measures and partial transposition. For any bipartite PPT state ρAB:

max{R(ρAB), RH(ρAB)} ≤ min{Er(ρAB), Er(ρ
Γ
AB)}, (2)

where Er is the relative entropy of entanglement, Er ≡ infσ∈SEP S(ρ||σ).
To the best of our knowledge, this is the first quantitative approach for
the asymptotic and hidden non-locality scenarios.

We apply the derived bounds to private [3, 4] and approximate private
bits. For a certain private bit γ of dimension 4d2, we obtain that the

violation of the CHSH inequality is bounded by: QCHSH(γ) ≤ 2 +
√
2+1

2
√
2d
.

This shows that, in spite of the fact that all private states are distillable [5]
and, more importantly, non-local [6], the non-locality gain can be severely
limited for some of them.

We then consider a family of approximate private PPT states ρd, also
of dimension 4d2 [7, 8], and obtain the bound: QS(ρd) ≤ C(S) +Q(S) 1√

d
.

Then, if the Bell inequality S has number of inputs or outputs growing
significantly slower than

√
d, one can observe only negligible violation [9].

We also show that even with access to many copies of the initial state, the
yield of non-locality for the states ρd is negligible. From the bound (2),
due to asymptotic continuity of the relative entropy of entanglement, one
obtains that, for states ρε for which ρΓε is ε-close to some separable state:
max{R(ρε), RH(ρε)} ≤ 4ε log d+ 2h(ε), where h(.) is the binary Shannon
entropy. Therefore, for the family of states ρd, both R and RH vanishes
when dimension of the state increases. This is a striking result, as at the
same time, the states ρd contain 1 bit of secure key (in limit of large d),
and are shown to be useful for Quantum Key Distribution.
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Abstract. Universal quantum simulation may provide insights into those
many-body systems that cannot be described classically, and that can-
not be efficiently simulated with current technology. The Trotter for-
mula, which decomposes a desired unitary time evolution of the simu-
lator into a stroboscopic sequence of repeated elementary evolutions, is
a key algorithmic component which makes quantum simulation of dy-
namics tractable. The Trotter number n sets the timescale on which a
computer running this algorithm is switched from one elementary evolu-
tion to another. In the ideal case, the precision of the simulation can be
arbitrarily controlled by increasing n. We study a more realistic scenario
where each gate is applied imperfectly. The resultant tradeoff in errors
leads to an ultimate limit on the precision of the simulation. We calcu-
late the optimum Trotter number n∗ that achieves this limit, which is
the minimum statistical distance from the actual simulation to the ideal
one.

1 Two kinds of error

Lloyd’s algorithm [1] is a general but approximate way to simulate a local
Hamiltonian H =

∑k
j=1Hj . The true evolution is approximated through

a truncation of the Trotter [2] formula:

U = exp[iHt] =




k∏

j=1

exp[iHjt/n]




n

+ . . . (1)

It is clear that for any finite value of n (the ‘Trotter number’), the higher
order terms in the above equation will be non-zero. Their neglect then
necessarily leads to an discrepancy sometimes called the ‘digital error’.
In principle this can be reduced arbitrarily by increasing n. In a realistic
quantum simulator, however, a second kind of error (introduced by faulty
operations E concatenated ◦ with the target operations V) competes with
the first and the capacity to arbitrarily control the error disappears.
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2 Results

To quantify the precision of a quantum simulator, we ignore the problems
of state preparation and data extraction and concentrate on the fidelity
of the dynamics itself. The quantum channel norm || · ||� is the maximum
quantum trace norm over all possible input states, and as such determines
the probability of distinguishing the actual quantum channel

E faultyTrotter(ρ) =©n
i=1©k

j=1 Eij ◦ Vj(ρ) (2)

from the ideal one U . For this problem we find

D :=
∣∣∣
∣∣∣U − E faultyTrotter

∣∣∣
∣∣∣
�
≤ C

n
+ Dn. (3)

As we show in [3], C is fixed by the pair {H, t}, while D depends on
the gate noise. In the tradeoff between digital errors and gate errors, the
optimum Trotter number is

n∗ =

√
C

D
(4)

and this gives the lowest (best) channel distance

D(n∗) = 2
√

C D . (5)

This square root dependence implies that reaching the sorts of precision
we are accustomed to with modern classical computers (the current stan-
dard ‘single precision’ is about 10−7 [4]) will require a factor of at least
106 more Trotter steps and therefore a 1012 improvement in the error
per Trotter step D over the current state of the art [5, 6]. This may be
achieved in the future with the help of error correction [7].
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Abstract. Grovers algorithm is a quantum query algorithm
solving the unstructured search problem of sizeN usingO(

√
N)

queries. It provides a significant speed-up over any classical
algorithm [2].
The running time of the algorithm, however, is very sensitive
to errors in queries. It is known that if query may fail (report
all marked elements as unmarked) the algorithm needs Ω(N)
queries to find a marked element [3]. [1] have proved the same
result for the model where each marked element has its own
probability to be reported as unmarked.
We study the behavior of Grovers algorithm in the model
where the search space contains both faulty and non-faulty
marked elements. We show that in this setting it is indeed
possible to find one of non-faulty marked items in O(

√
N)

queries.
We also analyze the limiting behavior of the algorithm for a
large number of steps and show the existence and the struc-
ture of limiting state ρlim.
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Abstract. In this work we examine for the first time the dynamical evolution of the Quantum Steering Ellipsoid and a genuine mea-
sure of Einstein-Podolski-Rosen steering in a non-Markovian environment. Alongside some entanglement and non-Markovianity
measures we investigate how the volume of the Quantum Steering Ellipsoid changes dynamically, and how it compares to other
measures of non-local correlations.

1 Introduction

Recently, a lot of work has been done on Quantum Steering Ellipsoids (QSEs) [1,?]. These QSEs are a useful way of
visualising two-qubit systems (ρAB) which are correlated as in Fig.1. This method for depicting two qubits has a real
emphasis on the idea of correlations really being seen through measurement. The surface of the QSE is obtained by
making projective measurements on one qubit, and using the results of the measurement to examine correlations with the
other qubit. Using this interpretation, it is obvious to use the volume of the QSE as a measure of non-local information,
indeed, bounds on the size of the QSE have already been formulated for separable states [1]. Our treatment largely focusses
on the volume of the QSE and its dynamical evolution alongside the concurrence to see the similarities and differences
between the two measures of correlations. We also present some results generally on the volume of the QSEs, looking at
a distribution of random two-qubit input states and seeing how it varies with the Linear Entropy, (1 − Tr

[
ρ2

AB

]
).

Fig. 1. The Quantum Steering Ellipsoid, a possible representation of an entangled 2-qubit state. The center of the QSE is the block vector of the
reduced state of Bob’s qubit. Alice can "steer" Bob’s state to anywhere inside the QSE (the surface being obtained with projective measurements,
and the inside with POVMs). (Animated Online)
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2 Non-Markovian Spin Chains

In this work we do the first examination of the QSEs which are connected to a non-Markovian environment. To make
our model more explicit, we use a non-Markovian model with two initially entangled qubits each connected locally to
their own baths of spin chains shown here in Fig. 2. These are then examined analytically with very symmetric baths
and numerically using smaller, unsymmetric baths, using the tools previously presented by two of us and others [3] we
look at the differences between the volume of the QSE and the concurrence. Recently, some analysis was done on the

Fig. 2. Sketch of the model. Each of a pair of entangled qubits, QA and QB , is locally coupled to a spin chain, ΓA and ΓB via interaction
Hamiltonians H0A and H0B .

QSE where one of the parties is connected to a local, decohering channel. [4] Our work differs in that we have two non-
Markovian baths and so the dynamics of the QSE are very rich. We look at the relationship between non-Markovianity
and revivals in QSE volume. Interestingly, we find that Entanglement Sudden Death that we observe in these systems is
not correspondingly represented in the QSE volume. The volume can decrease to almost zero and we do see quite a close
correspondence between the QSE volume and the concurrence, but we do not see the same sudden death. We speculate
that this is due to the presence of classical correlations which can explain some steering (not to be confused with EPR
steering) so that even when the concurrence suddenly dies we can have some classical correlations between our qubits to
explain the non-zero volume of the QSE.
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Abstract. We study the continuity of a genuine three-party correlation
quantity of three qubits. This many-party correlation quantity, called
irreducible correlation by Linden et al. [1], is based on the maximum-
entropy principle. Remarkably, it is a discontinuous map for three qubits
and a continuous map for classical bits. We use an approach of convex
geometry and operator theory to investigate this continuity issue.

1 Maximum-entropy definition of many-party
correlations

The work by Linden et al. [1] and Zhou [2] distinguishes correlations by
particle numbers based on the maximum-entropy principle. For example,
the irreducible three-party correlation I(3)(ρ) in the state ρ of a three-
qubit system ABC is the information which can not be observed in any
subsystem of less than three qubits.

More precisely, let Md, d ∈ N, denote the algebra of d × d-matrices
with complex entries, Md the space of density matrices in Md and

ρ(2) :M8 →M2 ×M2 ×M2, ρ 7→ (ρBC , ρAC , ρAB)

the map from the global state ρ = ρABC to its two-party marginals ρBC ,
ρAC and ρAB. Every property of the state ρ which can be observed in a
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two-party subsystem is contained in the triple of marginals ρ(2)(ρ) which
is, according to Jaynes, represented in the most unbiased way by the
maximum-entropy state ρ∗[ρ(2)(ρ)]. Thereby the convex set of two-party
marginals is denoted by

C := ρ(2)(M8)

and Jaynes’ statistical inference map ρ∗ chooses a state σ with maximal
von Neumann entropy S(σ) := − trσ log(σ), that is

ρ∗ : C →M8, x 7→ argmax{S(σ) | σ ∈M8, ρ
(2)(σ) = x}.

The non-negative irreducible three-party correlation

I(3)(ρ) := S(ρ∗[ρ(2)(ρ)])− S(ρ)

quantifies deviation of ρ from the maximal entropy. It quantifies informa-
tion not contained in ρ(2)(ρ) and hence genuine three-party correlations
in ρ. These are present if and only if I(3)(ρ) > 0.

2 The continuity issue

2.1 A discontinuity seen by pure state reconstruction

A result in [1] shows that for every pure state ψ ∈ M8 the pre-image
(ρ(2))−1[ρ(2)(ψ)] is a singleton. So I(3)(ψ) = 0, that is a pure three-qubit
state has no irreducible three-party correlation. There is only one possible
exception which is when ψ is local unitary equivalent to a pure state of the
form α|000〉+β|111〉. For example I(3) is discontinuous at the GHZ-state
1√
2
(|000〉+ |111〉) which has one bit of irreducible correlation.

2.2 Analytic approach: Convex geometry and operator theory

Based on earlier work [3] about the continuity of the inference ρ∗ we have
proved [4] that the irreducible three-party correlation I(3) is discontinuous
at every point of the convex set C of two-party marginals which is a limit
of extremal points of C but not an extremal point itself.

We have started [4] a systematic continuity analysis of the inference
ρ∗ in the setting of quantum inference which refers to two observables.
This is based on numerical range techniques in operator theory.
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Moments of Coinless Quantum Walks on Lattices
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The coinless or staggered quantum walk model is defined by an evo-
lution operator that is the product of two reflections, U0 and U1, acting
on the site basis. These reflections can be obtained through a process of
lattice tessellation as described by Falk [1]. Example of tessellations for
the one-dimensional lattice is depicted in Fig. 1. Different tessellations

−1 0 1 2

Fig. 1. Example of tessellations for the one-dimensional lattice. U0 is associated to the
blue tessellation (solid line) and U1 is associated to the red tessellation (dashed line).

can be used to the generic d-dimensional lattice but some of them gen-
erate operators which describe trivial walks. Quantum search algorithms
on two-dimensional lattices using the coinless model were analyzed in
Refs. [2, 3, 1, 4]. Ref. [5] analyzed the dynamics of one-dimensional coin-
less walks and its relation with the coined model. The coinless model has
not been so extensively analyzed as the coined model. Specially impor-
tant in this context are the moments of the probability distribution. The
mean square displacement, for example, gives us information about how
far from the initial position a walker can be found. If quantum walks
spread faster than random walks, there is hope for improving random-
walk-based algorithms by using quantum walks.

We analyze the moments of the coinless model on lattices. Due to
the translational invariance, it is possible to find a Fourier transform
that generates a 2d × 2d reduced evolution operator, which contains all
information about the dynamics. After calculating the eigenvalues of this
reduced operator, we obtain an analytical expression of the nth moment
in terms of the nth derivative of the eigenvalues and give explicit solutions
for the one- and two-dimensional lattices. For the one-dimensional lattice
we use the most generic coinless quantum walk with a 2-site tessellation
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taking a localized initial condition. For the two-dimensional lattice we use
a 4-site tessellation taking the simplest basis vectors with non-localized
initial conditions. In both cases we analyze the mean square displacement
and obtain what are the best choice for the largest spread and compare
with the results of the coined model. For more details, see [6].

For example, consider the one-dimensional lattice. The evolution op-
erator in this case is a product of two reflections around the spaces gen-
erated by the vectors

∣∣u0x
〉

= cos α2
∣∣2x

〉
+ eiφ1 sin α

2

∣∣2x + 1
〉

and
∣∣u1x

〉
=

cos β2
∣∣2x + 1

〉
+ eiφ2 sin β

2

∣∣2x + 2
〉
. The variance σ2 will depend only on

parameters α and β and the values of those parameters that produce the
maximum σ2 are depicted in Fig 2.

Fig. 2. Rescaled variance of the coinless quantum walk on the one-dimensional lattice
with initial condition at the origin.
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Degradable Channels From Products of Pure
States
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Abstract. A class of quantum channels is constructed using isometries
that map a basis of pure states in the channel input Ha to a product
of pure states on the tensor product Hb ⊗Hc of the direct and comple-
mentary channel outputs. Degradable a → b channels are produced if
there is a second isometry that maps Hb to a tensor product Hb ⊗ Hd

of the channel output and an auxiliary system d. The Gram matrices of
the different bases are related by Hadamard products making it easy to
construct examples. The collection of degradable channels constructed
in this way contains all twisted-diagonal and Hadamard channels, and
some channels which are both degradable and conjugate degradable.

1 Summary

Degradable and conjugate degradable quantum channels (see [1, 2]
for references) have the pleasant property that their quantum capacities
are easily calculated. A large class of degradable channels can be con-
structed using isometries that map particular pure states to products of
pure states. Some of these are also conjugate degradable, but the method
does not yield conjugate degradable channels which are not degradable.

Let Ha, Hb, Hc, Hd be four Hilbert spaces of equal finite dimension,
whereHa corresponds to the entrance andHb to the exit of the degradable
channel, while Hc is the exit of the complementary channel and Hd an
auxiliary system. Let J and K be isometries

J : Ha → Hb ⊗Hc, K : Hb → Hc ⊗Hd. (1)

The superoperator for the a → b channel is given by

Nb a(ρ) = Trc(JρJ
†), (2)

and the other channels are defined using J or K in an analogous fashion.
Next let {|αj〉}, {|βj〉}, {|γj〉} and {|δj〉} be bases of Ha, Hb, Hc, Hd

consisting of normalized states which in general are not mutually orthog-
onal, and define J and K so that

J |αj〉 = |βj〉 ⊗ |γj〉, K|βj〉 = |γj〉 ⊗ |δj〉. (3)
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For J and K to be isometries it is necessary and sufficient that the Gram
matrices satisfy

Ajk = 〈αj |αk〉 = 〈βj |βk〉〈γj |γk〉 = BjkCjk, or A = B ∗ C,
B = C ∗D, with Djk = 〈δj |δk〉, (4)

where ∗ denotes a Hadamard product of matrices. By following the tra-
jectories of the dyads |αj〉〈αk| directly from a to c, or from a to b and
thence to c, one can show that

Nc a = Nc b ◦ Nb a, (5)

which is to say Nc b is the degrading map for the degradable channel Nb a.
The Gram matrices A, B, C, and D have 1’s on the diagonal since

the basis states are normalized, and are positive definite because the basis
states are linearly independent. Furthermore, the Hadamard product of
two positive definite matrices is positive definite (e.g., p. 458 of [3]), and
a positive definite matrix is always the Gram matrix for some basis. Con-
sequently, a simple way of constructing a degradable channel is to start
with two positive definite matrices C and D with all diagonal elements
equal to 1, and then form the Hadamard products

B = C ∗D, A = C ∗ C ∗D. (6)

Any twisted-diagonal channel [4] can be constructed in this way, and
any Hadamard channel [5] by using a subspace (which might be the en-
tire space) of the channel entrance Ha. When the |αj〉 and the |βj〉 are
orthonormal bases, channels constructed in this way are conjugate degrad-
able as well as degradable, but in all other cases they are only degradable.
Our hope is that this fairly simple and “geometrical” approach will yield
additional insights into why degradable channels are special, and the more
general problem of additivity of quantum channel capacities.
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Classical Simulation of Quantum Walks on
Clusters of Computers

David S. Souza, Franklin L. Marquezino, and Alexandre A. B. Lima
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Abstract. We propose a classical simulator for quantum walks using
Apache Hadoop in order to achieve high performance on distributed-
memory clusters of computers. Our approach allows the simulation of
quantum walks on situations where the required memory is typically
very large, such as multi-particle quantum walks or quantum walks on
fractals.

1 Introduction

Quantum walks are very important for the development of quantum al-
gorithms. Although any low cost desktop computer would be able to sim-
ulate a quantum walk in principle, they are usually limited to a relatively
small number of steps due to RAM limitations or lack of processing power.
These restrictions limit numerical experiments that demand a large num-
ber of steps and very large Hilbert spaces. When multiple walkers interact,
for instance, the problem is even worse because the calculations demand
much higher computational costs and memory consumption.

There are many quantum walk simulators, such as QWalk [4] and
HiperWalk [5], and other more generic simulators that can also be used to
simulate quantum walks, such as QuIDDPro [6] and QuTIP [7]. Although
other simulators as QuTiP and HiPerWalk support multiprocessing and
perform the simulation in parallel, they are not specifically designed for
distributed-memory environments.

The basic operations required to perform a quantum walk simulation
are matrix multiplication and Kronecker product [3]. In order to miti-
gate the problems caused by memory consumption and to accelerate the
execution of the simulation, we use Apache Hadoop [1] to make these
calculations in parallel, thus reducing the amount of time required to
perform the quantum walk simulation and allowing its execution with
more steps.

The Apache Hadoop is a framework that allows the parallel processing
of large data sets across clusters of computers using a simple program-
ming model. For an algorithm to run on Hadoop, it must be implemented
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using the Map/Reduce [2] model. In this model, the users specify a map
function that processes key/value pairs to generate a new set of interme-
diate key/value pairs, and a reduce function that merges all intermediate
values associated with the same intermediate key [2].

2 Implementation

In order to perform a quantum walk simulation we implemented two algo-
rithms to run on Hadoop: matrix multiplication and Kronecker product.
Both algorithms take as input two files, each one with a matrix. They
run the necessary calculations in parallel and provide as output a file
containing the result.

3 Contributions

Our approach is focused on simulations of quantum walks that require
much more RAM memory than would be available on a conventional
desktop computer. Examples of such simulations include quantum walks
on fractals or with multiple walkers.

With matrix multiplications and Kronecker products running on Hadoop,
we intend to allow the simulation of quantum walks in very large Hilbert
spaces, i.e., in scenarios that would cause a conventional computer to
exceed its available RAM.

Acknowledgements. The authors acknowledge financial support from
CNPq and CAPES.
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Quantum Adiabatic Evaluation of Trees
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Tree evaluation is a crucial task in many computational problems which
requires O(N) time in order to analyse N elements. Although continuous-
and discrete-time quantum algorithms exist to perform such an evalua-
tion in O(

√
N) time, no quantum adiabatic procedure is known to exist.

Quantum adiabatic algorithms rely on a slow system evolution, where a
known initial state is evolved towards the ground state of a Hamiltonian
encoding the answer to an optimization problem, alongside an energy
minimisation function to perform a computation. Current approaches to
quantum NAND tree evaluation rely, respectively, on a combination of
plane wave transmission on a continuous walk and phase estimation on
a weighted discrete walk to determine the value of a tree [2, 1]. Thus,
it is natural to question how to tackle evaluation of NAND trees in an
adiabatic context. Accordingly, a series of issues can be immediately con-
sidered. Namely, is it possible to devise adiabatic methods based on the
existing formulations for tree evaluation? What are the main advantages
and disadvantages associated with each procedure? What are the poten-
tial running times of potential methods?

The continuous-time approach relies on a Hamiltonian H representing
the adjacency matrix of an extended version of the original graph. The
authors showed that for energy values close to zero, i.e. E → 0 then
the amplitudes recurse down the tree in a manner that is equivalent to
the NAND gate. Because trees are bipartite graphs their spectrum is
symmetric around zero. As a result, applying H2 instead of H will result
in a remapped spectrum whose ground state has energy zero. This means
that by preparing the adiabatic system in a state with energy close to
zero and evolving towards the ground state of H2 we are able to obtain
information regarding the value of a tree. More specifically, by measuring
the subspace corresponding to the root node and a node that was added
connected to the root, respectively r = 0, it is possible to determine
whether the tree evaluates to true or false. Furthermore, since H2 starts
behaving in accordance with the NAND gate when E ∈]0, 1

256N [, there is
no need to perform full adiabatic evolution.
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The real issue is how the gap between the two lowest energy levels of
the interpolation Hamiltonian behaves. This is importante because the
minimum gap will dictate overall performance. Unfortunately, perform-
ing simple simulations is enough to demonstrate that there is no clear
general expression for the gap condition. Not surprisingly, lengthier bit
sequences, and the associated increase in the number of dimensions, re-
sult in more complex expressions. This contrasts with the local adiabatic
quantum search algorithm [3] where the gap expression could be easily
determined. As a result, the most that can be performed is a set of numer-
ical simulations that try to give an overview of the gap. However, given
the exponential growth, in time and space, that is associated with Hilbert
spaces of dimension 2n, where n is the number of bits, we are only able
to evaluate search spaces up to and including 16 bits. For these cases, the
numerical plots exhibit relatively small variation with each increase in
problem space size and there exists a close resemblance between the data
points and the exponential function with a negative power. This behaviour
hints at the possibility of performing some-type of fitting. However, as is
the case with any type of fitting procedure there may be multiple hypoth-
esis which may not necessarily correspond to the original function. One
such possibility is the aforementioned exponential function. More specifi-
cally, given gap gk(s) it is possible to contemplate a fit based on function
a+ b−s where a and b are constants and s is the variable controlling the
time evolution of the adiabatic interpolation. The average gap condition
based on such a fitting has the form 0.0117078a+103.268−s . By perform-

ing local adiabatic evolution it is possible to derive a O
(

N2

logN

)
complexity.

This result is a function of b, which for the instances analysed appears
to be showing as a worse-case scenario a quadratic growth. Consequently,

the final complexity of the adiabatic evolution is O
(

N4

logN2

)
, which rep-

resents an overall performance penalty of N3/(2 logN) when compared
against the classical O(N) time.
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Semi-device-independent [1] quantum key distribution (QKD) pro-
tocols are protocols whose correct functioning can be established based
on the assumption of a dimension bound on at least one of the devices.
In terms of the degree of trust placed in the implementation, this places
semi-device-independent protocols midway between fully trusted and fully
device-independent (DI) QKD. Unlike DIQKD protocols, whose correct
functioning is established based on the detection of nonlocal statistics
and which require the preparation of entangled states as a resource,
semi-DIQKD can be implemented in a prepare-and-measure configura-
tion, where one party (Alice) prepares the necessary quantum states and
transmits them to a second party (Bob), who then measures them.

In traditional QKD, there is a well known correspondence between
prepare-and-measure and entanglement-based protocols, in that a secur-
ity proof of a given entanglement-based QKD protocol also implies the
security of its prepare-and-measure analogue. In the device-independent
setting the correspondence is less clear. In particular, the prepare-and-
measure analogue of a DIQKD protocol cannot be fully device independ-
ent and the states prepared by the source will generally not satisfy a
condition of basis independence. Some minimal assumptions about the
devices must thus be introduced; the approach taken in semi-DIQKD is
to assume a bound on the dimension of the emitted source states.

In this work, we consider a prepare-and-measure analogue of the
DIQKD protocol studied in [2], whose security is based on the violation
of the CHSH inequality, S ≤ 2, where the CHSH correlator S is defined
by

S =
∑

abxy

(−1)a+b+xyP (ab | xy) , (1)

x, y ∈ {0, 1} are Alice’s and Bob’s possible inputs, a, b ∈ {0, 1} are the
possible outputs, and P (ab | xy) is the joint probability that Alice and
Bob obtain results a and b given that they chose the inputs x and y. In
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Figure 1. The semi-device-independent scenario with qubit source. Alice’s source (SA)
can emit one of four different qubit states ρx,a depending on a choice of input (x, a) ∈
{0, 1}2. Bob’s measurement device (MB) performs one of two measurements depending
on a choice of input y ∈ {0, 1}, yielding an outcome b ∈ {0, 1}.

the semi-DI version, illustrated in Figure 1, Alice’s output a becomes an
additional input and the measurement device is replaced with a source
which emits one of four quantum states, ρx,a, depending on the input
(x, a) ∈ {0, 1}2. In this setting, Alice and Bob can estimate a prepare-
and-measure version of the CHSH correlator, which we express here as

S = 1
2

∑

abxy

(−1)a+b+xyP (b | axy) . (2)

Assuming that the source states ρx,a share their support on a common
two-dimensional Hilbert space, that Alice chooses the input a ∈ {0, 1}
uniformly and randomly, and allowing for an adversary (Eve) who may
attack the states unitarily and individually and identically, our main res-
ult is a lower bound on the randomness of the input a from Eve’s per-
spective, conditioned on a choice of input x (for instance, x = 0), which
depends only on S. Specifically, we show that

Hmin(A | E, x = 0) ≥ 1− log2
(
1 +

√
2− S2/4

)
, (3)

where A is Alice’s choice of input (treated as a random variable) and E
denotes Eve’s quantum side information.

Our main result (3) has the same functional dependence on the correl-
ator S as an analogous bound derived for the entanglement-based scen-
ario, which first appeared in the context of device-independent random-
ness generation and later in a number of DIQKD security proofs.
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Abstract. Grover’s algorithm finds one of k “marked” items in an un-
structured “database” of size N in time O(

√
N/k), and the algorithm’s

parameter(s) and runtime are unchanged no matter which of the k items
are marked. For structured search by continuous-time quantum walk,
however, we show that rearranging the marked elements can cause the pa-
rameter(s) or runtime to vary such that, without prior knowledge of the
spatial distribution of the marked elements, a potentially sub-exponential
number of configurations would need to be tried, meaning it would be
better to not run the search algorithm at all.

A full paper with references is available at arXiv:1501.07071 [quant-ph].
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Fig. 1. Success probability vs time for
search on the complete graph of N =
1024 vertices with k = 16 marked ver-
tices. The solid black and red dashed
curves are γ = γc = 1/N and γ =
2γc = 2/N , respectively.

A randomly walking quantum par-
ticle searches on a graph by starting
in a uniform superposition over the N
vertices and evolving by Schrödinger’s
equation with Hamiltonian

H = −γA−
∑

w

|w〉〈w|,

where γ is the jumping rate, A is
the adjacency matrix of the graph,
and

∑
w |w〉〈w| marks the k vertices

to search for. Then Grover’s algorithm
is simply search on the (unstructured)
complete graph. When γ takes its crit-
ical value of γc = 1/N , the system
evolves to the marked vertices in time (π/2)

√
N/k, as shown in Fig. 1.

When γ is away from its critical value, however, the initial state is ap-
proximately an eigenstate of H, so the system fails to evolve for large N ,
also shown in Fig. 1. Thus to use the algorithm, one must know: (1) the
parameter(s) to use (i.e., γc in this formulation) and (2) the runtime at
which to stop and measure the system. On the complete graph, these two
quantities are unchanged no matter which k vertices are marked.
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Fig. 2. Two ways to distribute two marked vertices, indicated by double circles, on the
simplex of complete graphs.

On non-complete graphs, however, we show that the spatial arrange-
ment of the marked vertices can change these two quantities. That is,
one arrangement of k marked vertices can require a particular γc and
runtime, while another arrangement can require different values. Thus
without knowledge of the spatial distribution of the k marked vertices,
one may not know which γc and runtime to use. This raises issues not
addressed by previous work on spatial search by quantum walk, which
typically only give runtime scalings.

In particular, we analytically derive γc’s and runtimes for search on
the “simplex of complete graphs,” examples of which are shown in Fig. 2.
We analyze all four possible configurations of two marked vertices, and
four additional configurations with large numbers of marked vertices. Our
results suggest that moving marked vertices from one complete graph to
another affects γc (and perhaps the runtime), while moving them within
a complete graph makes no difference.

In some cases, the marked vertices have a sub-exponential number
of ways to be distributed among the complete graphs. Since our results
suggest that there are different γc’s for each of these arrangements, trying
each possibility is clearly prohibitive. Thus it would be better to classically
guess for a marked vertex. This leaves many open questions to determine
whether the number of γc’s is truly sub-exponential, and if quantum walks
can speed up search of spatial regions without knowing the distribution
of the marked vertices.

81


	Wednesday May 20
	Invited talk: Majorana particles with noise: problems with braiding anyons  David DiVincenzo
	Area law for fixed points of rapidly mixing dissipative quantum systems  Fernando G.S.L. Brandão, Toby Cubitt, Angelo Lucia, Spyridon Michalakis and David Perez Garcia
	The spin-2 AKLT state on the square lattice is universal for measurement-based quantum computation  Tzu-Chieh Wei and Robert Raussendorf
	Computation in generalised probabilistic theories  Ciaran Lee and Jonathan Barrett
	Local hidden variable models for entangled quantum states using finite shared randomness  Joseph Bowles, Flavien Hirsch, Marco Túlio Quintino and Nicolas Brunner
	The resource theory of steering  Rodrigo Gallego and Leandro Aolita
	Sampling quantum nonlocal correlations with high probability  Carlos E. González-Guillén, C. Hugo Jiménez, Carlos Palazuelos and Ignacio Villanueva
	On the closure of the completely positive semidefinite cone and linear approximations to quantum colorings  Sabine Burgdorf, Monique Laurent and Teresa Piovesan
	Implementing unitary 2-designs using random diagonal-unitary matrices  Yoshifumi Nakata, Christoph Hirche, Ciara Morgan and Andreas Winter
	Quantum Circuits for Isometries  Raban Iten, Roger Colbeck, Ivan Kukuljan, Jonathan Home and Matthias Christandl
	Thursday May 21
	Invited talk: Quantum property testing: A survey and one new result  Ronald de Wolf
	Hierarchy of efficiently computable and faithful lower bounds to quantum discord  Marco Piani
	Quantum capacity can be greater than private information for arbitrarily many uses  David Elkouss and Sergii Strelchuk
	Round elimination in exact communication complexity  Jop Briet, Harry Buhrman, Debbie Leung, Teresa Piovesan and Florian Speelman
	Rate-loss analysis of an efficient quantum repeater architecture  Saikat Guha, Hari Krovi, Christopher Fuchs, Zachary Dutton, Joshua Slater, Christoph Simon and Wolfgang Tittel
	Renormalising entanglement distillation  Stephan Waeldchen, Janina Gertis, Earl T. Campbell and Jens Eisert
	Invited talk: Unbounded entanglement can be needed to achieve the optimal success probability  Laura Mancinska
	Quantum enhancement of randomness distribution  Raul Garcia-Patron Sanchez, William Matthews and Andreas Winter
	Semidefinite programs for randomness extractors  Mario Berta, Omar Fawzi and Volkher Scholz
	Interferometric versus projective measurement of anyons  Michael Freedman and Claire Levaillant
	Qudit (Gauge) Colour Codes in All Spatial Dimensions  Fern Watson, Earl Campbell, Hussain Anwar and Dan Browne
	Thermalization and decoherence in open Majorana systems  Earl Campbell
	Friday May 22
	Invited talk: A quantum algorithm for computing the unit group of an arbitrary degree number field  Sean Hallgren
	Oracles with Costs  Shelby Kimmel, Cedric Yen-Yu Lin and Han-Hsuan Lin
	A universal adiabatic quantum query algorithm  Mathieu Brandeho and Jérémie Roland
	On the Robustness of Bucket Brigade Quantum RAM  Srinivasan Arunachalam, Vlad Gheorghiu, Tomas Jochym-O'Connor, Michele Mosca and Priyaa Varshinee Srinivasan
	New constructions for Quantum Money  Marios Georgiou and Iordanis Kerenidis
	Making Existential-Unforgeable Signatures Strongly Unforgeable in the Quantum Random-Oracle Model  Edward Eaton and Fang Song
	Posters
	1. A Quantum Key Distribution Protocol for quNits with better noise resistance  Zoé Amblard and Francois Arnault
	2. Quantum control based on SU(2) decomposition of n-partite two level quantum systems  Francisco Delgado
	3. Area laws and efficient descriptions of quantum many-body states  Yimin Ge and Jens Eisert
	4. Efficient Implementation of Quantum Walk Based Search Algorithms  András Gilyén
	5. Dealing with loss in a quantum computer  Mercedes Gimeno-Segovia, Pete Shadbolt, Dan Browne and Terry Rudolph
	6. A linear condition for a wide range of exact quantum algorithms  Sebastian Grillo and Franklin Marquezino
	7. Bidirectional quantum controlled teleportation by using EPR states and entanglement swapping  Shima Hassanpour and Monireh Houshmand
	8. Bounds on quantum non-locality via partial transposition  Karol Horodecki and Glaucia Murta
	9. Trotterization in universal quantum simulators under faulty control  George Knee and William Munro
	10. Grover's search with faults on some marked elements  Dmitry Kravchenko, Nikolajs Nahimovs and Alexander Rivosh
	11. A Generalized Quantum Inspired Evolutionary Algorithm for Signature - based Intrusion Detection Systems  Monisha Loganathan
	12. Dynamical Quantum Steering Ellipsoids in Non-Markovian Spin Chains  Ruari McCloskey, Tony Apollaro and Mauro Paternostro
	13. Computing many-party quantum correlations - analytical results  Leiba Rodman, Ilya M. Spitkovsky, Arleta Szkola and Stephan Weis
	14. Moments of Coinless Quantum Walks on Lattices  Raqueline A. M. Santos, Renato Portugal and Stefan Boettcher
	15. Degradable Channels From Products of Pure States  Vikesh Siddhu and Robert Griffiths
	16. Classical Simulation of Quantum Walks on Clusters of Computers  David Souza, Franklin Marquezino and Alexandre A. B. Lima
	17. Quantum Adiabatic Evaluation of Trees  Luís Tarrataca
	18. Secrecy in prepare-and-measure CHSH games with a qubit bound  Erik Woodhead and Stefano Pironio
	19. On the breakdown of quantum search with spatially distributed marked vertices  Thomas Wong

